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Power Operations Bulletin # 2016
ERCOT has posted/revised the Transmission and Security manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
4.1
Transmission Congestion Management

Procedure Purpose:  To verify and take corrective action for post-contingency overloads for various conditions.
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	Step
	Action

	Note
	Although the steps within the procedure are numbered, the numbering is for indexing purposes and are not sequential in nature.  The System Operator will determine the sequence of steps, exclude steps, or take any additional actions required to ensure system security based on the information and situational awareness available during both normal and emergency conditions.  Refer to Section 2.6 of the Transmission and  Security Desktop Guide for the contingency solution results legend.

	SOL Comms
	If both methods of electronic communication of SOL exceedances are unavailable, refer to section 3.8, “SOL Exceedance Communications Thresholds”, above for criteria of manually communicating SOL exceedances identified below.  

	Authority
	ERCOT System Operators have the authority to take or direct timely and appropriate real-time action, up to and including shedding firm load to alleviate System Operating Limit (SOL) violations.  Following a separation from the Interconnection, and following automatic under-frequency load shedding, System Operators will also instruct TOs to shed additional load manually when there is insufficient capacity to restore system frequency.  

To include directing physical operation of the ERCOT Transmission Grid, including circuit breakers, switches, voltage control equipment, and Load-shedding equipment.

	Critical

Facilities
	Critical facilities are the ERCOT defined contingencies that show up after running Real Time Contingency Analysis (RTCA) as a post-contingency overload.  This list is in the EMS and an electronic copy is located on the MIS Secure site:

Select: Grid>Generation>Reliability Unit Commitment>Standard Contingency List’

Select “Standard Contingency List” Open the zip file>Open the CIM file>Select the Standard_Contingency_List tab and view the contingencies.

A potential critical facility becomes a critical facility when the contingency appears in RTCA as a post-contingency overload.

	Note
	Congestion Management techniques consist of:

· SCED

· Phase Shifters (shift factors are on the TCM display)

· Remedial Action Plan (RAP)

· Pre-Contingency Action Plan (PCAP)

· Mitigation Plan (MP) – enacted Post-Contingency

· Temporary Outage Action Plans (TOAP)

· Building a manual constraint 

· Non-Spin 

· ECRS

The electronic and hard copy for the RAPs, PCAPs, and MPs are to be considered current.  Should a conflict exist between the electronic and hard copy, the electronic version is to be used.

· This data can be viewed at ERCOT SharePoint > System Operations – Control Center > Quick Links > Remedial Action Schemes (RAS) and/or MP/PCAP/RAP,

· OCTOAPs are in the daily Outage Notes.

	Caution
	IF:

· At any time, the prescribed measures of congestion management techniques within this procedure fail to resolve the congestion, AND
· The transmission system is in an unreliable state

THEN:

· Issue an Emergency Notice

· See Operating Condition Script in Section 7.1

· Notify the Real-Time Desk Operator to make Hotline call to QSEs.

· Coordinated with the proper TO or QSE to return the system to a reliable state

	Log
	Log all actions.

	Constraint Shift Factor Cut Off
	Basecase and post-contingency constraints which do not have generator shift factors for units greater than or equal to 2% as indicated in EMS or indicate NOSCED are not activated in SCED.  

See Section 4.6 Mitigation Plan for additional details.

	Review Planned Outage Notes

	Non-Cascading

Condition
	Review daily outage notes:

IF:

· Studies indicate a high post-contingency overload (125% of Emergency rating or greater) due to a Planned outage AND it is not a cascading condition; 

THEN:

· Allow the outage

· Activate the constraint and step the constraint down by adjusting the %Rating (increments of 5%)



	Cascading

Condition
	IF:

· Studies indicate a high post-contingency overload (125% of Emergency rating or greater), AND it is a cascading condition, OR

· An unsolved contingency, OR

· A Basecase overload;

THEN:

· Take pre-posturing measures to reduce the flow before the outage is taken

· Use RTMONI if available on a GTC, OR

· Have a manual constraint created if needed

IF:

· Constraint is ineffective

THEN:

· Use HDL/LDL overrides as required to pre-posture for an expected Outage as last resort 

· Post message on the ERCOT Website anytime manual action is taken

· Notify Shift Supervisor and send an email to 1 ERCOT Shift Supervisors

Typical ERCOT Website Posting Script:
ERCOT is taking manual actions to pre-posture for a [69/138/345] KV outage in the [geographical area].

ONCE:

· Studies show that the post-contingency is below 125% of Emergency rating, unsolved contingency, or Basecase overload is resolved 

· Give approval for the outage, 

· Activate constraint, and

· Release manual override after SCED runs

· Cancel ERCOT Website posting.

	Log
	Log all actions.

	Evaluate Real Time Contingency Analysis (RTCA) Results

	1
	IF:

· A major topology change has occurred;

THEN:

· Re-run RTCA, VSAT and TSAT.
IF:

· A constraint needs to be controlled before the next SCED run

THEN:

· Manually run RTCA after activating the constraint, AND

· Manually execute the SCED process

	Log
	Log all actions.

	Post-Contingency Overloads

	1
	IF:

· A post-contingency overload is approaching 98% of its Emergency Rating;

THEN:

· Verify the contingency definition associated with the constraint is accurate and appropriate given the current state of the grid

· Verify SCADA is of similar magnitude to the pre-contingency value (MW and MVAR flows)

· Review the limits in DYNRTG static table to ensure that the telemetry of the lines is within the acceptable range.

	2
	IF:

· Inaccurate, 

· Indicate NOSCED, OR

· There is not a unit with at least a 2% shift factor;

THEN:

· DO NOT employ congestion management techniques, 
· Notify the Shift Supervisor and Operations Support Engineer to investigate or create a CMP.
· Acknowledge the constraint and list a reason using the drop-down box,

· The comment field should be used for additional information 

	3
	IF:

· Accurate, AND

· There is a unit with at least a 2% shift factor;

THEN:

· Verify no RAS (identified as RAS in EMS), or RAP exist

· Activate constraint
· Monitor generation setpoint instructions from SCED are being followed

· If constraint is not being controlled at or below the desired % rating in TCM with dispatchable generating available;
· Lower the value in the % Rating column in TCM to tighten the constraint as needed (minimum of 95%, excluding GTCs)

IF:

· A PST can help solve the congestion;

THEN:

· Activate the constraint until the PST is studied and moved.

	4
	IF:

· A post-contingency overload of 98% or greater of the Load Shed Rating exist with a RAP in place;

THEN:

· Activate the constraint to reduce the predicted post-contingency loading to no more than 98% of the Load Shed Rating;

IF:

· Constraint needs to be controlled within the next 5 minutes;

THEN:
· Manually run RTCA after activating the constraint,

· Manually execute the SCED process,

· Refer to “Managing Constraints in SCED”.

	Log
	Log all actions.

	Post-Contingency Overloads of Relay Loadability Rating

	1
	IF:

· A post-contingency overload is approaching 95% to 98% of its RELAY Loadability Rating (RLAY);

THEN:

· Verify SCADA is of similar magnitude to the Actual Basecase value (MW and MVAR flows)

· Example: Review the SCADA value with Actual (state estimation value)

	2
	IF:

· Inaccurate, 

· Indicate NOSCED, OR

· There is not a unit with at least a 2% shift factor;

THEN:

· DO NOT employ congestion management techniques, 
· Notify the Shift Supervisor and Operations Support Engineer to investigate or create a CMP.
· Acknowledge the constraint and list a reason using the drop-down box,

· The comment field should be used for additional information

	3
	IF:

· Accurate, AND

· There is a unit with at least a 2% shift factor;

THEN:

· Activate constraint

· Lower the value in the % Rating column in TCM to tighten the constraint as needed to the Emergency limit (2hr rating)

IF:

· A PST can help solve the congestion;

THEN:

· Activate the constraint until the PST is studied and moved.

	4
	IF:

· All applicable steps above have been completed, AND constraint is still exceeding its Relay Loadability Rating;

THEN:

· Seek to determine what unforeseen change in system condition has arisen and where possible, seek to reverse the action, 

· Coordinate with Operations Support Engineer to develop a mitigation plan,  

· Refer to Section 4.3, Closely Monitored SOLs, AND 

· Notify Shift Supervisor to contact the Director Control Room Operations and/or Designee to investigate further as needed

	Log
	Log all actions.

	Monitoring Sub Synchronous Resonance (SSR) with Capacitor switching action

	CAUTION
	· There are two series Capacitors at Gauss substation.  One should remain bypassed all the time.  The ERCOT outage monitoring tool will verify these conditions.
· Only one set of series capacitors at either Edison or Oersted will be in service at any time.  The ERCOT outage monitoring tool will verify these conditions.
· Prior to energizing or bypassing any series capacitors from service, run a STNET power flow study and contingency analysis.

	Capacitors

With SSR issues
	Name          EMS ID          Transmission Operator 

Edison         EDISON         AEP TO

Orsted         OERSTED      AEP TO

Gauss          GAUSS           AEP TO

Kirchhoff    KIRCHHOF    AEP TO

Ctt_Cros     CTT_CROS    CROSS TEXAS TO



	Note
	· SSR Studies identify the conditions for SSR.  These outages are programmed into the EMS monitoring tool.

· TO(s) should contact ERCOT System Operations prior to energizing or bypassing any Series Capacitor.

· WARNING:  If the generator plant is three contingencies away from SSR vulnerability, a notification will inform a System Operator to review the procedural plan.

· ALARM:  If the generator plant is two or fewer contingencies away from SSR vulnerability, an alarm will inform a System Operator to implement the procedural action plan.  A Generator is allowed to reside in this condition for 8 hours.

· The ERCOT EMS system will be utilized to monitor transmission outages.  A double circuit transmission outage is considered as one contingency in Operations.

	Output

Displays
	REVIEW REFERENCE DISPLAY:

ERCOT EMS Applications>OLNETSEQ – Real-Time Network On-line Sequence

Contingency Violation Display

SSR Summary Display

IF:

· You receive an SSR alarm, but the impacted Resource is offline.

THEN:

· Take action accordingly because the SSR tool does not consider if the unit is planned ON/OFF

	Warning
	IF:

· EMS SSR Notification (Warning) Three Contingencies away from SSR vulnerability

THEN:

· Notify Shift Supervisor 

· Coordinate with Operations Support Engineer to review Action Plan

· Consider restoring planned outages with less than 8 hours restoration times

	Alarm
	IF:

· EMS SSR Notification (Alarm) Two Contingencies away from SSR vulnerability

THEN:

· Notify Shift Supervisor and Operations Support Engineer

· Assess system with series Capacitors bypassed

IF:

· Congestion is identified during the assessment 

THEN:

· Activate the Manual Constraint

· Bypass Series Capacitors promptly

Typical Script for TO:  

This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing [TO] an Operating Instruction to bypass the [Edison and Oersted], [Cross and Gauss], or [Kirchhoff] Series Capacitor for SSR mitigation and update the Outage Scheduler.  Notify ERCOT when this task is complete.  Please repeat this back to me.  That is correct, thank you.”

· Post message on the ERCOT Website

Typical ERCOT Website Posting of the SSR Mitigation: 

“ERCOT is bypassing the [Series Capacitor] for SSR mitigation.”

· Activate Constraint (if any)

· Contact affected TOs, inquire if planned/forced outages can be restored within 8 hours

	1
	IF:

· There are two Contingencies away from SSR vulnerability Series Capacitor cannot be opened or the planned/forced outages cannot be restored within 8 hours

THEN:

· Notify Shift Supervisor and Operations Support Engineer

· Assess system with [Kendall – Big Hill 345 kV line], [Edith Clarke – Clear Crossing 345 kV line] and/or [Tule Canyon – Tesla 345 kV line], or [Dermott Switch – Clear Crossing 345 kV line] opened
IF:

· Congestion is identified during the assessment
THEN:

· Activate the Manual Constraint
· Instruct TO to open [Kendall – Big Hill 345 kV line], [Edith Clarke – Clear Crossing 345 kV line] and/or [Tule Canyon – Tesla 345 kV line], or [Dermott Switch – Clear Crossing 345 kV line]
· Consider RUC De-Commit of a Resource if this action is less restrictive and additional capacity is needed.  
Refer to Desktop Guide Transmission Desk 2.18 Sub-Synchronous Resonance

	2
	The ERCOT Website posting of the SSR Mitigation MUST be posted prior to SSR Notification (Alarm) One Contingency away from SSR vulnerability.

IF:

· EMS SSR Notification (Alarm) identifies one Contingency away from SSR vulnerability

THEN:

· Confirm previous steps have been completed; and
· Notify QSE with impacted resource

	Normal Operations
	WHEN: 

· Back to normal operations and there is no SSR vulnerability.

CANCEL: 

· SSR mitigation message on the ERCOT Website.
THEN:

· Assess system with series Capacitors in service

· Insert Series Capacitors

Typical Script for TO:  

This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing [TO] an Operating Instruction to close the [Edison and Oersted], [Cross and Gauss], or [Kirchhoff] Series Capacitor as conditions have improved and there is no reportable SSR condition at this time.  Notify ERCOT when this task is complete.  Please repeat this back to me.  That is correct, thank you.”

	Log
	Log all actions.

	Monitoring Sub Synchronous Resonance (SSR) without Capacitor switching action

	Capacitors

With SSR issues
	Name                        EMS ID             Transmission Operator 

North Edinburg         NEDIN              AEP TO

Rio Hondo                RIOHONDO      AEP TO



	Note
	· SSR Studies identify the conditions for SSR.  These outages are programmed into the EMS monitoring tool.

· TO(s) should contact ERCOT System Operations prior to energizing or bypassing any Series Capacitor.

· WARNING:  If the generator plant is three contingencies away from SSR vulnerability, a notification will inform a System Operator to review the procedural plan.

· ALARM:  If the generator plant is two or fewer contingencies away from SSR vulnerability, an alarm will inform a System Operator to implement the procedural action plan.  A Generator is allowed to reside in this condition for 8 hours.

· The ERCOT EMS system will be utilized to monitor transmission outages.  A double circuit transmission outage is considered as one contingency in Operations.

	Output

Displays
	REVIEW REFERENCE DISPLAY:

ERCOT EMS Applications>OLNETSEQ – Real-Time Network On-line Sequence

Contingency Violation Display

SSR Summary Display

IF:

· You receive an SSR alarm, but the impacted Resource is offline.

THEN:

· Take action accordingly because the SSR tool does not consider if the unit is planned ON/OFF

	Warning
	IF:

· EMS SSR Notification (Warning) Three Contingencies away from a SSR vulnerability

THEN:

· Notify Shift Supervisor 

· Inform QSE resource may be requested offline for Valley SSR mitigation

	Alarm
	IF:

· EMS SSR Notification (Alarm) Two Contingencies away from a SSR vulnerability

THEN:

· Notify Shift Supervisor

· Issue QSE operating instruction to order the resource offline

Typical Script for TO:  

This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing [QSE] an Operating Instruction to take [resource] offline for SSR mitigation.  Notify ERCOT when this task is complete.  Please repeat this back to me.  That is correct, thank you.”

· Post message on the ERCOT Website

Typical ERCOT Website Posting of the SSR Mitigation: 

“ERCOT is taking manual actions for SSR mitigation.”

	1
	Refer to Desktop Guide Transmission Desk 2.18 Sub-Synchronous Resonance

	2
	The ERCOT Website posting of the SSR Mitigation MUST be posted prior to SSR Notification (Alarm) One Contingency away from SSR vulnerability.

IF:

· EMS SSR Notification (Alarm) identifies one Contingency away from SSR vulnerability

THEN:

· Confirm previous steps have been completed; and 

· Notify QSE with impacted resource

	Normal Operations
	WHEN: 

· Back to normal operations and there is no SSR vulnerability.

CANCEL: 

· SSR mitigation message on the ERCOT Website.
THEN:

· Notify QSE resource is released to come online

Typical Script for TO:  

This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is notifying [QSE] [resource] is released to come online. Please repeat this back to me.  

That is correct, thank you.”

	Log
	Log all actions.

	Post-Contingency Overloads on the South DC Ties

	Note
	Ensure all available generation has been RUC committed and the constraint binding before curtailing any South DC-Ties.  Curtail only enough to maximize the flow across the South DC-Ties at all times.

	1
	IF:

· A post-contingency overload is approaching 98% of the Emergency Rating with shift factors for a DC-Tie export;

THEN:

· Activate the constraint if a 2% or more shift factor exists.

IF:

· Shift factors exists for a DC-Tie export only or if activating the constraint does not fully resolve the congestion;

THEN:

· Ensure appropriate Resources have been RUC committed,

· Request the DC-Tie Desk Operator to curtail the appropriate South DC-Tie to a specific MW amount to resolve the overload 

· Ensure a Mitigation Plan exists for the contingency and review with TO,
· If no Mitigation Plan exists, notify Operations Engineer to create one.  

	Basecase Overloads

	1
	IF:

· A Basecase exists

THEN:

· Verify SCADA is of similar magnitude to the Actual Basecase value (MW and MVAR flows)

· Example: Review the SCADA value with Actual (state estimation value)

	2
	IF:

· Inaccurate, 

· Indicate NOSCED, OR

· There is not a unit with at least a 2% shift factor;

THEN:

· DO NOT employ congestion management techniques, 
· Notify the Shift Supervisor and Operations Support Engineer to investigate or create a CMP.
· Acknowledge the constraint and list a reason using the drop-down box,

· The comment field should be used for additional information

	3
	IF:

· Accurate, AND

· There is a unit with at least a 2% shift factor;

THEN:

· Activate constraint

· Lower the value in the % Rating column in TCM to tighten the constraint as needed (minimum of 95%, excluding GTCs)

IF:

· A PST can help solve the congestion;

THEN:

· Activate the constraint until the PST is studied and moved.

	ONTEST
	Resources with a Resource Status of ONTEST, may not be issued dispatch instructions / Operating Instructions except:

· For Dispatch Instructions / Operating Instructions that are a part of the testing; or

· During conditions when the Resource is the only alternative for solving a transmission constraint (would need QSE to change Resource Status); or

· During Force Majeure Events that threaten the reliability of the ERCOT System. 

	QSGR
	Market Operation>Real-Time Market>SCED Displays>DSI Displays>DSI Data Processes>DSI Operator Manual Overide HDL And LDL 

IF:

· A QSGR is needed for voltage support or an unsolved contingency;

THEN:

· Override LDL to a level greater than or equal to the COP LSL

· DO NOT override while SCED is running, 

· Notify QSE as time permits

· Post message on the ERCOT Website
Typical ERCOT Website Posting Script:
ERCOT is taking manual actions for a [Basecase/Unsolved Contingency] in the [geographical area].

· These Resources can be viewed at ERCOT SharePoint > System Operations – Control Center > Quick Links > Approved Quick Start (QSGR) Resources

	Not Dispatchable to SCED
	REVIEW REFERENCE DISPLAY:

EMS Applications>Generation Control>Resource Limit Calculation>RLC Unit Input Data and RLC Unit Output Data

IF:

· A QSE has telemetered more A/S on a specific Resource that is greater than their HSL, OR

· A Resource is generating more than their telemetered HSL; 

THEN:

· SCED will set the HDL=LDL=MW making the Resource un-dispatchable,

· Request the QSE to make corrections to telemetry (Resource status, Resource limits, A/S responsibilities, etc.)

· Disregard IRRs unless transmission constraint is active.

	Qualifying

Facilities
	A list of Qualifying Facilities can be found in Desktop Guide Common to Multiple Desk section 2.20

IF:

· A Qualifying Facility (QF) is needed to operate below its LSL, or be ordered off-line to solve congestion;

THEN:

· An Emergency must be declared

· Issue an electronic Dispatch Instruction confirmation to the appropriate QSE,

· Choose “DECOMMIT or ERCOT REQUESTED QF OPERATE BELOW LSL” as the Instruction Type from Resource level

· Enter contingency name in “other information”

· If DECOMMIT also enter RUC DECOMMIT in “other information”

When issuing a VDI or confirmation, ensure the use of three-part communication:

· Issue the Operating Instruction

· Receive a correct repeat back

· Give an acknowledgement

· Issue an Emergency Notification via Hotline call to TOs, 

· Coordinate with the Real-Time Desk Operator to make Hotline call to QSEs,

· Post message to the ERCOT Website.

T#28 – Typical Hotline Script for Emergency Notice for instructing Qualifying Facility to operate offline/below LSL

	4
	IF:

· All applicable steps above have been completed, AND Basecase is still exceeding its Normal and/or its Relay Loadability Rating;

THEN:

· Seek to determine what unforeseen change in system condition has arisen and where possible, seek to reverse the action, 

· Coordinate with Operations Support Engineer to develop a mitigation plan, 

· Refer to Section 4.3, Closely Monitored SOLs, AND

· Notify Shift Supervisor to contact the Director Control Room Operations and/or Designee to investigate further as needed

	Log
	Log all actions.  If known, log the outage that is causing the congestion.

	Basecase of Relay Loadability Rating

	1
	 IF:

· A Basecase of the Relay Loadability Rating (RLAY) exists;
THEN:

· Verify SCADA is of similar magnitude to the Actual Basecase value (MW and MVAR flows)

· Example: Review the SCADA value with Actual (state estimation value)

	2
	IF:

· Inaccurate, 

· Indicate NOSCED, OR

· There is not a unit with at least a 2% shift factor;

THEN:

· DO NOT employ congestion management techniques, 
· Notify the Shift Supervisor and Operations Support Engineer to investigate or create a CMP.
· Acknowledge the constraint and list a reason using the drop-down box,

· The comment field should be used for additional information

	3
	IF:

· Accurate, AND

· There is a unit with at least a 2% shift factor;

THEN:

· Activate constraint

· Lower the value in the % Rating column in TCM to tighten the constraint as needed (minimum of 95%, excluding GTCs)

IF:

· A PST can help solve the congestion;

THEN:

· Activate the constraint until the PST is studied and moved.

	4
	IF:

· All applicable steps above have been completed, AND Basecase is still exceeding its Relay Loadability Rating;

THEN:

· Seek to determine what unforeseen change in system condition has arisen and where possible, seek to reverse the action, 

· Coordinate with Operations Support Engineer to develop a mitigation plan,  

· Refer to Section 4.3, Closely Monitored SOLs, AND

· Notify Shift Supervisor to contact the Director Control Room Operations and/or Designee to investigate further as needed

	Log
	Log all actions.

	Basecase / Post-Contingency Exceedance of Phase Angle

	1
	IF:

· A Phase Angle exceedance exists,

THEN:

· Verify SCADA is of similar magnitude to the Actual value (MW and MVAR flows)

Example: Review the SCADA value with Actual (state estimation value)

	2
	IF:

· Phase Angle exceedance is valid;

THEN:

· Notify the appropriate TO and make them aware of the potential that reclosure of breakers could be affected,  

IF:

· The TO needs assistance from ERCOT to get Phase Angle exceedance adjusted;

THEN:

· This could be transmission switching, creation of a manual constraint, bringing on an additional Resource, returning a planned outage, or development of a CMP.

	Log
	Log all actions.

	Post-Contingency Overloads on Private Use Networks (PUNs) or Customer Owned Equipment behind the Meter

	1
	IF:

· A post-contingency overload is 100% of its Emergency Rating on a PUN or customer owned equipment;

THEN:

· Contact the appropriate QSE/PUN to alert them of the post-contingency overload,

VERIFY:

· There is a plan to mitigate the overload if the contingency were to occur.

	2
	IF:

· It is determined that the QSE/PUN has no way to mitigate or correct the congestion;

THEN:

· Instruct the QSE/PUN to take action such as lower/raise generation or load (verbal Operating Instruction only, do not override HDL/LDL or activate constraint in SCED) and

· Acknowledge the post-contingency overload in TCM.

	3
	IF:

· The contingency occurs;

THEN:

· Notify the QSE/PUN to ensure action is being taken on the plan. 

	4
	IF:

· A post-contingency overload of 98% or greater of its Emergency Rating on transmission equipment (non-PUN or customer owned equipment), and the only shift factor of 2% or more is a PUN unit;

THEN:

· Activate the constraint.

	Log
	Log all actions.

	Managing Constraints in SCED

	Note
	One of the key tasks is to properly monitor and manage transmission constraints.  Keep track of non-binding constraints that have flows approaching their limits and be prepared to take action as the constraint approaches its rating.

	Output

Displays
	REVIEW REFERENCE DISPLAY:

Market Operation>Real-Time Market>SCED Displays>DSP Displays>DSP Constraint Summary

Once SCED has completed its run, check the validity of the binding/exceeded constraints, limits, shadow price, and current real-time flows.

	In 

Series


	It is common for series elements to have nearly identical shift factors for a given contingency.  If post-contingency loading of 98% or greater occurs for multiple elements which have been identified as being in series with each other, only the most limiting constraints should be activated to mitigate all the series element congestion.

Example: Contingency A overloads X, Contingency A overloads Y

	Same

Element
	If post-contingency loading of 98% or greater occurs on the same element for multiple contingencies and they have nearly identical shift factors, only one of the most limiting constraints should be activated to mitigate the congestion.

Example:  Contingency A overloads X, Contingency B overloads X

	1
	Verify that the SCED executions are reducing the flows on each constraint that is binding.

	2
	When a constraint becomes violated in SCED, which is when it has reached its max shadow price and is exceeding its Emergency rating, review the following bullets to take the appropriate action(s):
· Confirm that pre-determined relevant RAPs are properly modeled in the EMS,

· Ensure base points are being followed,

· Remove Resource from ONTEST,

· Remove A/S to increase capacity available to SCED (see procedure below),

· Determine if a unit carrying Off-line Non-Spin could be used,

· Ask the Resource Desk Operator to deploy Non-Spin for the specific unit

· The telemetered Non-Spin schedule must be changed to 0 for SCED to dispatch the Resource

· Determine if additional units could be RUC committed/decommitted,

· Confirm SCED is balancing conflicting constraints

· Ensure reactive devices are being utilized

	3
	IF:

· All applicable steps above have been completed, AND constraint is still exceeding its Emergency Rating;

THEN:

· Seek to determine what unforeseen change in system condition has arisen and where possible, seek to reverse the action, 

· Coordinate with Operations Support Engineer to develop a mitigation plan,

· Refer to Section 4.3, Closely Monitored SOLs, AND  

· Notify Shift Supervisor to contact the Director Control Room Operations and/or  Designee to investigate further as needed

	Note
	EMP Applications>TCM-Transmission Constraint Manager>Related Displays>Message Log for CAM

IF:

· No shift factors are passed for the constraint;

THEN:

· Contact Help Desk to issue a ticket to GMS Support to fix immediately.

	Log
	Log all action taken including the following:

· Reason for doing a manual override

· Any security violations that were ≥ 125% of the Emergency Rating

	Remove A/S to Increase Capacity available to SCED

	1
	RLC Unit Input Data display

IF:

· A/S needs to be removed from a specific unit to increase capacity to SCED;

THEN:

· Post message on the ERCOT Website anytime manual action is taken

· Coordinate with the Shift Supervisor and Resource Desk Operator to block or limit A/S on the resource(s) using A/S Capability Manual Override.

	Log
	Log all actions.

	Unsolved Contingencies

	1
	Periodically check the “Contingency Solution Results” display:

IF:

· An unsolved contingency exists;

THEN:

· Run the State Estimator again,

· If unsolved contingency remains, notify the Operations Support Engineer to investigate

IF:

· Generation needs to be re-dispatched to solve the contingency

THEN:

· Use HDL/LDL override 

· Post message on the ERCOT Website anytime manual action is taken

· Log all actions

IF:

· EMR Generation needs to be RUC committed such as Hydro

THEN:

· Issue an Emergency Notice

· Notify the RUC Desk Operator to RUC commit the resource(s)

· Log all actions

IF:

· It has been determined that a Resource is needed in real-time for a transmission condition after the close of the Adjustment Period (Typically will be short start);

THEN:

· Notify the RUC Desk Operator to issue a VDI and an electronic Dispatch Instruction

· Refer to RUC Procedure 3.7 Manual Dispatch of Resources “Manual Commit of a Resource” 

· Post message on the ERCOT Website anytime manual action is taken

Typical ERCOT Website Posting Script:
ERCOT is taking manual actions for an unsolved contingency in the [geographical area].

WHEN:

· Constraint solves and the contingency comes into RTCA

· Activate constraint, and

· Release manual override after SCED runs

· Cancel ERCOT Website posting.

	Log
	Log all action taken including the following:

· Reason for unsolved contingency

· Actions taken to resolve

	Unresolvable Congestion with EMR Generation available  

	1
	IF:

· Post-contingent rating exceedance in excess of 115% of the Emergency Rating, 

· An unsolved contingency,

· Real-time exceedance, OR

· A CMP that does not maintain Reliability;

THEN:

· Verify the contingency definition associated with the constraint is accurate and appropriate given the current state of the grid

IF:

· EMR Generation is available to be dispatched to resolve the Reliability issue,

THEN:

· Issue a Transmission Emergency Notice

· Post message on the ERCOT Website
· Notify the Real-Time Desk Operator to make Hotline call to QSEs

· Notify the RUC Desk Operator to RUC commit the appropriate EMR resource(s)

Typical ERCOT Website Posting Script:
Transmission Emergency Notice has been issued for the [Geographical Area] due to [state issue used in Hotline call].
Edit script as needed to fit situation.

WHEN:

· Contingency or Constraint solves and is no longer a Reliability concern

· Release the EMR Generation

· Cancel the Transmission Emergency Notice

· Cancel ERCOT Website posting.

	Log
	Log all action taken including the following:

· Reason for Transmission Emergency Notice

· Actions taken to resolve

	Model Inconsistencies/Updates

	1
	IF:

· Any inconsistencies in ratings, impedance changes, etc. are found;

THEN:

· Notify Operations Support Engineer so that they can work with the TO to confirm the correct information and if required, correct it through the NOMCR process.

	2
	IF:

· There is a difference in an Emergency Facility rating or system voltage limit between ERCOT and a TO;

THEN:

· The most limiting rating will be used until the correct rating can be determined,

· Notify Operations Support Engineer so that they can work with the TO to confirm the correct information and if required correct it through the NOMCR process.

	Log
	Log all actions.

	QSE Requests to Decommit a Resource

	1
	IF:

· Notified by the Resource or RUC Desk Operator of a request to decommit a self-scheduled Resource;

THEN:

· Perform a Real-Time study (if necessary) to determine that no violation of security criteria exist with the Resource off-line and no additional active constraints for SCED will occur,
· Notify the Resource or RUC Desk Operator with determination.

	Phase Shifters

	1
	IF:

· A TO calls to requests that a Phase Shifter position be adjusted and there are no longer any known reliability issues in the area;

THEN:
· As time permits, run a study to re-evaluate the phase shifter position; 

· Coordinate with the TO and adjust the phase shifter as needed to an agreed upon position (preferably as close to neutral as possible).

	Log
	Log all actions.


4.5
GTC Stability Limits

Procedure Purpose: Maintain transmission stability within the ERCOT region when there is a Generic Transmission Constraint (GTC).

	Protocol Reference
	3.10.7.6(2)
	6.5.9.1(1)(e)
	
	

	Guide Reference
	2.2.2
	4.5.2(2)(b)
	
	

	NERC Standard


	EOP-011-4

R1, R1.1
	IRO-001-4

R1
	IRO-002-7

R5
	IRO-008-3

R2, R3, R5, R6

	
	TOP-001-6

R1, R10, R10.1, R14, R25
	TOP-002-4

R2, R3
	
	


	Version: 2 
	Revision: 2
	Effective Date:  January 30, 2026


	Step
	Action

	Note
	Although the steps within the procedure are numbered, the numbering is for indexing purposes and are not sequential in nature.  The System Operator will determine the sequence of steps, exclude steps, or take any additional actions required to ensure system security based on the information and situational awareness available during both normal and Emergency Conditions. 

	SOL Comms
	If ICCP links are down for a TO, or a TO reports bad data, refer to section 3.8, “SOL Exceedance Communications Thresholds”, above for criteria of manually communicating GTC exceedances identified below.

	Note
	Utilize the Not to Exceed (%NTE) feature in the Transmission Constraint Manager (TCM) to maintain a more consistent control of the GTC. (see Trans/Sec desktop guide 2.21 for operational  guidance)

	Nelson Sharpe – Rio Hondo 345kV Stability

	Note
	All lines are in-service, Rio Hondo 345 kV Series Cap in-service and improved reactive controls (capacitor switching scheme at Texas Gulf Wind is available) there is no local voltage stability issue in South Texas near Ajo.

	1
	IF:

· An outage has occurred on any of the identified elements in the table;

THEN:

· Refer to the constraint limit,

WHEN:

· The BASECASE NELRIO is approaching 85% of the limit;

THEN:

· Activate the BASECASE NELRIO constraint at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.


	2
	If there is more than one line out of service or AEP is unable to manage the reactors at Ajo to control voltages, use the most restrictive limit in RTMONI.  With more than one line out of service, this becomes more of a thermal issue and RTCA will most likely be more binding than the GTC.

	Log
	Log all actions.

	North Edinburg – Lobo Stability

	1
	IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE NE_LOB flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE NE_LOB constraint in TCM

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.

	East Texas Stability

	Note
	When all lines are in-service, there is no local voltage stability issue.

	Note
	When all lines are in-service, a transient stability issue may occur due to the usage of reactive devices and unit output in the area.

	1
	WHEN:

· VSAT and/or TSAT runs and provides an updated limit for the East Texas Stability (EASTEX);

THEN:

· Update RTMONI with the more conservative limit.



	2
	WHEN:

· The BASECASE EASTEX flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE EASTEX constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.

	Treadwell Stability

	Note
	When all lines are in-service, there is no local voltage stability issue.

	1
	IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE TRDWEL flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE TRDWEL constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.

	Raymondville – Rio Hondo Stability

	Note
	When all lines are in-service, there is no local voltage stability issue.

	Note
	Transient Security Assessment Tool (TSAT) is in operation which runs every 10 minutes. TSAT results are the primary limits to be used in RTMONI. 

	1
	WHEN:

· TSAT runs and provides an updated limit for the Raymondville / Rio Hondo Stability (RV_RH); 
· 
THEN:

· 
· Reference the TSAT limit;

· Update RTMONI with the limit;

WHEN:

· The BASECASE RV_RH flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Topology 

Change
	WHEN:
· TSAT is in a failed or unknown state;

THEN:

· Continue to use the last good limit until the tool returns an updated limit OR a topology change occurs;

IF:

· A topology change occurs;

THEN:

· Refer to the Matrix table for RV_RH in Desktop Guide Transmission Desk 2.12 to verify if an identified element has been outaged;

IF:

· If an identified element has been outaged AND the Matrix limit is lower;
THEN:

· Manually update the RV_RH limit in RTMONI;

· Follow Step 1 for actions for activation and control if needed

	Log
	Log all actions.

	Culberson Stability

	Note
	When all lines are in-service, there is no local voltage stability issue.

	Note
	Transient Security Assessment Tool (TSAT) is in operation which runs every 10 minutes. TSAT results are the primary limits to be used in RTMONI. 

	1
	WHEN:

· TSAT runs and provides an updated limit for the Culberson Stability (CULBSN); 
· 
THEN:

· 
· Reference the TSAT limit;

· Update RTMONI with the limit;

WHEN:

· The BASECASE CULBSN flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE CULBSN constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Topology Change
	WHEN:
· TSAT is in a failed or unknown state;

THEN:

· Continue to use the last good limit until the tool returns an updated limit OR a topology change occurs;

IF:

· A topology change occurs;

THEN:

· Refer to the Matrix table for CULBSN in Desktop Guide Transmission Desk 2.12 to verify if an identified element has been outaged;

IF:

· If an identified element has been outaged AND the Matrix limit is lower;

THEN:

· Manually update the CULBSN limit in RTMONI;

Follow Step 1 for actions for activation and control if needed

	Log
	Log all actions.

	Valley Export Stability

	1
	· IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE VALEXP flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE VALEXP constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.

	Zapata_Starr Stability

	Note
	When all lines are in-service, there is no local voltage stability issue.

	1
	· IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE ZAPSTR flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE ZAPSTR constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.


	Williamson – Burnet Stability

	Note
	When all lines are in-service, there is no local voltage stability issue.

	1
	· IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE WILBRN flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE WILBRN constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.

	Wharton Stability

	Note
	When all lines are in-service, there is no local instability issue.

	1
	IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE WHARTN flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE WHARTN constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.

	Hamilton Stability

	Note
	When all lines are in-service, there is no local voltage stability issue.

	Note
	Transient Security Assessment Tool (TSAT) is in operation which runs every 10 minutes. TSAT results are the primary limits to be used in RTMONI.

	1
	WHEN:

· TSAT runs and provides an updated limit for the Hamilton Stability (HMLTN); 
· 
THEN:

· 
· Reference the TSAT limit;
· Update RTMONI with the limit;
WHEN:

· The BASECASE HMLTN flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE HMLTN constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Topology Change
	WHEN:
· TSAT is in a failed or unknown state;

THEN:

· Continue to use the last good limit until the tool returns an updated limit OR a topology change occurs;

IF:

· A topology change occurs;

THEN:

· Refer to the Matrix table for HMLTN in Desktop Guide Transmission Desk 2.12 to verify if an identified element has been outaged;

IF:

· If an identified element has been outaged AND the Matrix limit is lower;

THEN:

· Manually update the HMLTN limit in RTMONI;

Follow Step 1 for actions for activation and control if needed

	Log
	Log all actions.

	Kinney Stability

	Note
	When all lines are in-service, there is no local voltage stability issue.

	Note
	Transient Security Assessment Tool (TSAT) is in operation which runs every 10 minutes. TSAT results are the primary limits to be used in RTMONI.

	1
	WHEN:

· TSAT runs and provides an updated limit for the Kinney Stability (KINNEY);
· 
THEN:

· 
· Reference the TSAT limit;
· Update RTMONI with the limit;

WHEN:

· The BASECASE KINNEY flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE KINNEY constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Topology Change
	WHEN:
· TSAT is in a failed or unknown state;

THEN:

· Continue to use the last good limit until the tool returns an updated limit OR a topology change occurs;

IF:

· A topology change occurs;

THEN:

· Refer to the Matrix table for KINNEY in Desktop Guide Transmission Desk 2.12 to verify if an identified element has been outaged;

IF:

· If an identified element has been outaged AND the Matrix limit is lower;

THEN:

· Manually update the KINNEY limit in RTMONI;

Follow Step 1 for actions for activation and control if needed

	Log
	Log all actions.

	Uvalde County Stability

	Note
	When all lines are in-service, there is no local voltage stability issue.

	1
	IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE UVALDE flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE UVALDE constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.

	Sam Switch Stability

	Note
	When all lines are in-service, there is no local stability issue.

	1
	IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE SAMSW flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE SAMSW constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.


	Bandera Stability

	Note
	When all lines are in-service, there is no local voltage stability issue.

	1
	IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE BANDER flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE BANDER constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.
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