	ERCOT Operating Procedure Manual

	Reliability Risk Desk



Power Operations Bulletin # 1120
ERCOT has posted/revised the Reliability Risk Desk manual.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
8.
Weather Events
8.1  
Significant Weather Events

Procedure Purpose:  To monitor the wind forecast during operations with severe weather conditions.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	EOP-011-2

R2, R2.1, R2.2, R2.2.9, R2.2.9.1, R2.2.9.2
	
	
	


	Version: 1 
	Revision: 5
	Effective Date:   December 29, 2023


	Step
	Action

	Loss of Wind Farm Turbines due to Severe Weather

	Note
	Significant weather events can consist of, but are not limited to the following:

· Tornados

· Strong straight-line winds

· Flooding

· Freezing precipitation
· Wild Fires 

	Manually Override Short Term Wind Power Forecast
	The ERCOT Operator will contact the Operations Analysis Engineer to conduct further analysis and to override system:

IF:

· A severe weather-related de-rate has occurred at a given wind farm, and

· The telemetry, Outage Scheduler and COP have not been correctly updated by the QSE.

Contact Operations Analysis Engineer to do further analysis and potentially override the forecast given the description above after checking the following:

· Number of turbines online

· Number of turbines offline

· Outage scheduler

· Telemetered wind speed (MPH)

	Note
	The QSE should:

· Update wind generating unit’s telemetry to reflect the number of turbines lost. 

· NTON – number of turbines online

· NTOF – number of turbines offline

· NTUN – number of turbines unknown

· Update ERCOT Outage Scheduler for updated HSL information that correctly reflects the number of turbines lost. This follows procedure for forced outages and should be done immediately.

· Update unit’s COP in relation to the most recent forecast for the next hour(s) that pertains to the duration the turbines will be lost and accurately reflects the number of turbines lost.

Notification to the QSE may be necessary if the above are not complete within the designated time frame.

	Post
	Coordinate with the Real-Time Operator for making hotline calls and the posting of the notices on the ERCOT Website.

	Cancel Posting
	Coordinate with the Real-Time Operator for the cancelation of the postings on the ERCOT Website and making hotline calls.

	Log
	Log all actions.

	High Wind Output Forecast with Forecasted Severe Weather in a Region

	Manually Override Short Term Wind Power Forecast
	The ERCOT Operator will contact the Operations Analysis Engineer to conduct further analysis and to override the system if all the following conditions are met:

· The wind forecast is persistently higher than the actual output (the over-forecast error will exceed 20% of installed capacity of wind farms affected or 1000 MW in a region) for a future period of time.
· Weather forecasts from multiple sources indicate a winter/tropical storm will occur at the same timeline as the high forecasted output.



	Action
	Further analysis could potentially reduce the forecasted value of the region in question to a lower output.

	Example
	Below is an example of the STWPF being much higher due to turbines freezing. You will see the light blue line much lower than the multiple-colored lines that are forecasts. When the actual output begins to dip away from the forecast and icing conditions exist, it is likely an override is needed. 

[image: image1.png]48 Hour Forecast

Stations: SYSTEM WIDE AGGREGATE

15k
125K
10k
£
B A
T s
H —
sk
25K
ok
12:00 1500 27.0ec 06:00 1200 18:00 28.Dec 06:00 12:00
12:00 1800 27.0ec 18:00 28.0ec 06:00
~— Observed Power (MW) — 2015/12/2611:00 — 2015/12/2612:00 — 2015/12/2613:00 — 2015/12/26 14:00 — 2015/12/26 15:00

~— 2015/12/2616:00 — 2015/12/26 17:00







	Log
	Log all actions.


8.2 
Extreme Hot Weather

Procedure Purpose:  Ensure when ERCOT issues extreme hot weather OCN, Advisory, Watch, or Emergency Notice, System Operators utilize the Extreme Weather Capacity Monitor as a check against QSE’s COP to verify accuracy of weather limitations for Resources during event.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	EOP-011-2

R2, R2.1, R2.2.9, R2.2.9.2
	
	
	


	Version: 1 
	Revision: 1
	Effective Date:   December 29, 2023


	Step
	Action

	Note
	The purpose of this section is to monitor Resource COPs for accuracy against their submitted temperature limitations any time an extreme hot weather notice is in effect.

	Note
	A high risk Resource is any Resource shown to be operating in forecasted temperatures that are 3 degrees Fahrenheit higher than the highest maximum operating value submitted for weather limitations.

	1
	IF:

· ERCOT issues an OCN, Advisory, Watch, or Emergency Notice due to forecasted or actual extreme hot weather;
THEN:

· For the timeframe an extreme hot weather Notice is issued, prior to DRUC execution, monitor the Extreme Weather Capacity Monitor for any Resources considered at high risk with COPs that are exceeding their extreme hot weather operating limits daily.

IF:

· The Extreme Weather Capacity Monitor displays 3000 MW or more of high risk generation due to Resources’ COP exceeding their hot weather operating limits;

THEN:

· Inform the Shift Supervisor, 
· Coordinate with the Real-time operator for Hotline calls and Resource operator for posting message, and

· Confirm message on ERCOT Website for large amount of high risk generation.

Q#66/67/68/69 - Typical Hotline Script for Extreme Hot Weather [OCN/Advisory/Watch/Emergency]
Typical ERCOT Website Posting for Large Amount of Generation At Risk:
At [time] ERCOT has [XXXX MW] shown to be at risk due to temperature limitations, for operating day [date]. All QSEs are instructed to update their COP to reflect known planned or forced outages of Resources due to the extreme hot weather.

	Log
	Log all actions, including when notification to QSE’s are made.


8.3 
Extreme Cold Weather

Procedure Purpose:  When ERCOT issues an extreme cold weather OCN, Advisory, Watch, or Emergency Notice, System Operations will utilize the Extreme Weather Capacity Monitor as a check against QSE’s COP to verify accuracy of weather limitations for Resources during event.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	EOP-011-2

R2, R2.1, R2.2, R2.2.9, R2.2.9.1
	
	
	


	Version: 1 
	Revision: 1
	Effective Date:   December 29, 2023


	Step
	Action

	Note
	The purpose of this section is to monitor Resource COPs for accuracy against their submitted temperature limitations any time an extreme cold weather notice is in effect.

	Note
	A high risk Resource is any Resource shown to be operating in forecasted temperatures that are 3 degrees Fahrenheit lower than the lowest minimum operating value submitted for weather limitations.

	Extreme Weather Capacity Monitor 
	IF:

· ERCOT issues an OCN, Advisory, Watch, or Emergency Notice due to forecasted or actual extreme cold weather;

THEN:

· For the timeframe an extreme cold weather Notice is issued, prior to DRUC execution, monitor the Extreme Weather Capacity Monitor for any Resources considered at high risk with COPs that are exceeding their extreme cold weather operating limits daily.

IF:

· The Extreme Weather Capacity Monitor displays 3000 MW or more of high risk generation due to Resources’ COP exceeding their cold weather operating limits;

THEN:

· Inform the Shift Supervisor, 

· Coordinate with the Real-time operator for Hotline calls and Resource operator for posting message, and

· Confirm message on ERCOT Website for large amount of at-risk generation.

Q#62/63/64/65 - Typical Hotline Script for  Extreme Cold Weather [OCN/Advisory/Watch/Emergency]
Typical ERCOT Website Posting for Large Amount of Generation At Risk:
At [time] ERCOT has [XXXX MW] shown to be at risk, due to temperature limitations, for operating day [date].  All QSEs are instructed to update their COP to reflect known planned or forced outages of Resources due to the extreme cold weather. 

	Log
	Log all actions, including when notification to QSE’s are made. 
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