	ERCOT Operating Procedure Manual

	Reliability Risk Desk



Power Operations Bulletin # 1076
ERCOT has posted/revised the Reliability Risk Desk manual.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
4.5  
Solar Forecast

Procedure Purpose:  To monitor solar forecasts during normal and abnormal operations. Make corrections to errors in the solar forecast data (in FPP Tool) and/or  switch between two solar forecasts needed to contribute to reliable system performance.
	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 4
	Effective Date:   March 31, 2023


	Step
	Action

	Solar Forecast

	NOTE
	The solar forecasts produced  provide enhanced situational awareness by additional means of validating the expected solar conditions. The selected solar forecast between two is sent to Solar QSEs to update their COP and used by the downstream EMS applications.

	NOTE
	Do not continuously switch between two solar forecasting services for a small gain in accuracy (i.e., “chasing the forecast”)

	NOTE
	If the solar forecast is invalid or appears to have other discrepancies;

· Contact Operations Analysis Engineer to do further analysis and determine if it is necessary to override Solar forecast;

· Solar Forecast can only be overwritten by Maxar



	STWPF Selection Change due to forecast vs. output deviation
	IF:

· The selected solar forecast which is currently in use has been greater than the actual solar HSL causing a  reliability concern and the other vendor forecast has been more accurate;

THEN:

· Log the period of time for which the forecast has been underperforming and the accuracy of  both forecasts. Inform the Shift Supervisor and potentially switch forecast selection to alternative solar forecast which has been more accurate, 

· E-mail the information to: 

· Operations Analysis

· 1 ERCOT Shift Supervisors

Reference Display:

FPP (Taylor or Bastrop) Desktop Icon>Hourly Wind

          FPP (Taylor or Bastrop) and other necessary displays.

	NOTE
	The projected solar ramp rate (PSRR) calculation is such that it will revert to using persistence (PSRR=0) if the actual solar HSL has been ramping in the opposite direction of the PSRR value for more than 35 minutes (7 intervals).  RLC will set the PSRR to 0 to minimize the impact and then cancel the flag after the PSRR is forecasting the ramp to be the same as the actual ramp again.

	Intra-Hour solar Forecast
	IF:

· Alarmed, make sure frequency isn’t rapidly declining and solar hasn’t turned direction and is ramping very fast (above 300-400 MW per 5 minutes and causing frequency to decline below 59.95 Hz). If frequency does drag and regulation is exhausted, notify the Real-Time Desk for manually running SCED. Watch the PSRR and solar ramp to help inform the Real-Time Desk;

THEN:

· Notify an Operations Analysis Engineer to do further analysis, 

· E-mail the information to: 

· Operations Analysis

· 1 ERCOT Shift Supervisors

	LOG
	Log all actions.


4.6  
Weather Forecast Errors

Procedure Purpose:  Make corrections to errors in the weather forecast data (in EMS) to contribute to reliable system performance.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 2
	Effective Date:   March 31, 2023


	Step
	Action

	Weather Forecast

	Weather

Forecast
	IF:

· The weather forecast seems invalid;

THEN:

· Notify the ERCOT Meteorologist and/or Load Forecasting team,

· E-mail the information to:

· 1 ERCOT EMMS Production

· Load Forecasting Department 

· 1 ERCOT Shift Supervisors  

	LOG
	Log all actions.


8.1  
Significant Weather Events
Procedure Purpose:  To monitor the wind forecast during operations with severe weather conditions.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	EOP-011-2

R2, R2.1, R2.2, R2.2.9, R2.2.9.1, R2.2.9.2
	
	
	


	Version: 1 
	Revision: 4
	Effective Date:   March 31, 2023


	Step
	Action

	Loss of Wind Farm Turbines due to Severe Weather

	NOTE
	Significant weather events can consist of, but are not limited to the following:

· Tornados

· Strong straight-line winds

· Flooding

· Freezing precipitation 

	Manually Override Short Term Wind Power Forecast
	The ERCOT Operator will contact the Operations Analysis Engineer to conduct further analysis and to override system:

IF:

· A severe weather-related de-rate has occurred at a given wind farm, and

· The telemetry, Outage Scheduler and COP have not been correctly updated by the QSE.

Contact Operations Analysis Engineer to do further analysis and potentially override the forecast given the description above after checking the following:

· Number of turbines online

· Number of turbines offline

· Outage scheduler

· Telemetered wind speed (MPH)

	NOTE
	The QSE should:

· Update wind generating unit’s telemetry to reflect the number of turbines lost. 

· NTON – number of turbines online

· NTOF – number of turbines offline

· NTUN – number of turbines unknown

· Update ERCOT Outage Scheduler for updated HSL information that correctly reflects the number of turbines lost. This follows procedure for forced outages and should be done immediately.

· Update unit’s COP in relation to the most recent forecast for the next hour(s) that pertains to the duration the turbines will be lost and accurately reflects the number of turbines lost.

Notification to the QSE may be necessary if the above are not complete within the designated time frame.

	Post
	Coordinate with the Real-Time Operator for making hotline calls and the posting of the notices on the ERCOT Website.

	Cancel Posting
	Coordinate with the Real-Time Operator for the cancelation of the postings on the ERCOT Website and making hotline calls.

	LOG
	Log all actions.

	High Wind Output Forecast with Forecasted Severe Weather in a Region

	Manually Override Short Term Wind Power Forecast
	The ERCOT Operator will contact the Operations Analysis Engineer to conduct further analysis and to override the system if all the following conditions are met:

· The wind forecast is persistently higher than the actual output (the over-forecast error will exceed 20% of installed capacity of wind farms affected or 1000 MW in a region) for a future period of time.
· Weather forecasts from multiple sources indicate a winter/tropical storm will occur at the same timeline as the high forecasted output.



	ACTION
	Further analysis could potentially reduce the forecasted value of the region in question to a lower output.

	EXAMPLE
	Below is an example of the STWPF being much higher due to turbines freezing. You will see the light blue line much lower than the multiple-colored lines that are forecasts. When the actual output begins to dip away from the forecast and icing conditions exist, it is likely an override is needed. 
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	LOG
	Log all actions.


8.2 
Extreme Hot Weather

Procedure Purpose:  Ensure when ERCOT issues extreme hot weather OCN, Advisory, Watch, or Emergency Notice, System Operators utilize the Extreme Weather Capacity Monitor as a check against QSE’s COP to verify accuracy of weather limitations for Resources during event.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	EOP-011-2
R2, R2.1, R2.2.9, R2.2.9.2
	
	
	


	Version: 1 
	Revision: 0
	Effective Date:   March 31, 2023


	Step
	Action

	Note
	The purpose of this section is to monitor Resource COPs for accuracy against their submitted temperature limitations any time an extreme hot weather notice is in effect.

	Note
	A high risk Resource is any Resource shown to be operating in forecasted temperatures that are 3 degrees Fahrenheit higher than the highest maximum operating value submitted for weather limitations.

	1
	IF:

· ERCOT issues an OCN, Advisory, Watch, or Emergency Notice due to forecasted or actual extreme hot weather;
THEN:

· For the timeframe an extreme hot weather Notice is issued, prior to DRUC execution, monitor the Extreme Weather Capacity Monitor for any Resources considered at high risk with COPs that are exceeding their extreme hot weather operating limits daily.

IF:

· The Extreme Weather Capacity Monitor displays 3000 MW or more of high risk generation due to Resources’ COP exceeding their hot weather operating limits;

THEN:

· Inform the Shift Supervisor, 
· Coordinate with the Real-time operator for Hotline calls and Resource operator for posting message, and

· Confirm message on ERCOT Website for large amount of high risk generation.

Q#66/67/68/69 - Typical Hotline Script for Extreme Hot Weather [OCN/Advisory/Watch/Emergency]
Typical ERCOT Website Posting for Large Amount of Generation At Risk:
At [time] ERCOT has [XXXX MW] shown to be at risk due to temperature limitations, for operating day [date]. All QSEs are instructed to update their COP to reflect known planned or forced outages of Resources due to the extreme hot weather.

	LOG
	Log all actions, including when notification to QSEs is made or if MW value of high risk generation does not meet criteria for posting.


8.3 
Extreme Cold Weather
Procedure Purpose:  When ERCOT issues an extreme cold weather OCN, Advisory, Watch, or Emergency Notice, System Operations will utilize the Extreme Weather Capacity Monitor as a check against QSE’s COP to verify accuracy of weather limitations for Resources during event.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	EOP-011-2
R2, R2.1, R2.2, R2.2.9, R2.2.9.1
	
	
	


	Version: 1 
	Revision: 0
	Effective Date:   March 31, 2023


	Step
	Action

	NOTE
	The purpose of this section is to monitor Resource COPs for accuracy against their submitted temperature limitations any time an extreme cold weather notice is in effect.

	NOTE
	A high risk Resource is any Resource shown to be operating in forecasted temperatures that are 3 degrees Fahrenheit lower than the lowest minimum operating value submitted for weather limitations.

	Extreme Weather Capacity Monitor 
	IF:

· ERCOT issues an OCN, Advisory, Watch, or Emergency Notice due to forecasted or actual extreme cold weather;
THEN:

· For the timeframe an extreme cold weather Notice is issued, prior to DRUC execution, monitor the Extreme Weather Capacity Monitor for any Resources considered at high risk with COPs that are exceeding their extreme cold weather operating limits daily.

IF:

· The Extreme Weather Capacity Monitor displays 3000 MW or more of high risk generation due to Resources’ COP exceeding their cold weather operating limits;
THEN:

· Inform the Shift Supervisor, 

· Coordinate with the Real-time operator for Hotline calls and Resource operator for posting message, and

· Confirm message on ERCOT Website for large amount of at-risk generation.
Q#62/63/64/65 - Typical Hotline Script for  Extreme Cold Weather [OCN/Advisory/Watch/Emergency]
Typical ERCOT Website Posting for Large Amount of Generation At Risk:
At [time] ERCOT has [XXXX MW] shown to be at risk, due to temperature limitations, for operating day [date].  All QSEs are instructed to update their COP to reflect known planned or forced outages of Resources due to the extreme cold weather. 

	LOG
	Log all actions, including when notification to QSEs is made or if MW value of high risk generation does not meet criteria for posting. 


9.1
Monthly Testing of Satellite Phone Conference Bridge

Procedure Purpose:  To ensure ERCOT maintains communication capability via the Satellite Phone System.

	Protocol Reference
	
	
	
	

	Guide Reference 
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 4
	Effective Date:  March 31, 2023


	Step
	Action

	Primary Control Center

	NOTE
	When a participant dials into the conference bridge before the moderator dials in, they will hear music and be placed on hold.

	NOTE
	On the first weekend of each month, between the hours of 0000 Saturday and 0500 Monday, the Satellite Phone System Conference Bridge will be tested with the TOs. As the Shift Supervisor makes the call to the individual TO, they will set a time that the ERCOT Operator will call the Satellite Phone System Conference Bridge and establish communication with the appropriate TO.

	NOTE
	Use the ERCOT Satellite Phone User Guide (See Desktop Guide Common to Multiple Desks Section 2.7) for a list of the TOs that will be contacted by the ERCOT Operator and instructions on how to place a Satellite Phone System Conference Bridge call.

	NOTE
	The numbers for the ERCOT Operator to call into the Conference Bridge are Desk specific.

Select: 

SATELLITE directory or go to page 41 to view the programmed numbers on the Turret phone for each Bridge:

· BLACKSTRT RUC – RUC Desk

· BLACKSTRT RRD – Reliability Risk Desk

· BLACKSTRT RES – Resource Desk

· BLACKSTRT REAL – Real-Time Desk

· BLACKSTRT TS#1 – Transmission Desk (Island Coordination)

· BLACKSTRT TS#2 – Transmission Desk 

	1
	IF:

· Open a helpdesk ticket and cc “shiftsupv”

· The preprogrammed number does not function correctly,

THEN:

· Refer to the ERCOT Satellite Phone User Guide (See Desktop Guide Common to Multiple Desks Section 2.7.2) for the appropriate conference number and continue with this procedure.

	2
	When prompted:

· Enter the Moderator Pass Code

· If necessary, allow five minutes for Participants to dial in

· As each Participant connects, record the following:

· Name of Participant

· Company Name

· Any problems identified with the connection process

	3
	IF:

· One or more of the TOs fails to connect to the Bridge call;

THEN:

· Follow up with the TO to determine the cause:

· Reason for inability to connect

· Establish a time for a retest of the TOs not able to connect in the initial test.

	4
	Inform the Shift Supervisor when test is complete indicating any issues identified.

	LOG
	Log the test date and results in the Operations Log.


10.1
Responding to QSE Issues

Procedure Purpose:  To provide a mutually agreed process for resolving Real-Time data issues between ERCOT and the Entities that provide data to ERCOT.  Also, to record when a QSE is operating from their backup Control Center and to notify the ERCOT Transmission Operator when a QSE notifies ERCOT of a change in status with any PSS or AVR.

	Protocol Reference
	6.5.7.1.13(4)
	
	
	

	Guide Reference
	7.3.3
	7.3.4
	7.3.5
	7.3.6

	NERC Standard
	IRO-018-1(i)

R1, R1.3
	TOP-010-1 (1)

R1, R1.3, R2, R2.3
	
	


	Version: 1 
	Revision: 4
	Effective Date:  March 31, 2023


	Step
	Action

	Real-Time Data Issues known by the QSE

	NOTE
	Manually replaced telemetry data is data entered by a QSE on their systems that is transmitted to ERCOT via ICCP in place of the normal points experiencing an issue.  If Reliability issues can’t be resolved in a timely manner, ERCOT reserves the right to order the Resource off-line until the problem is resolved.

Refer to Desktop Guide Common to Multiple Desks 2.27 Quality of Real-time Data

	Notification of Telemetry 

Data

Issue
	IF:

· Notified of a telemetry data issue (telemetry data will not be available or is unreliable for operational purposes);

THEN:
· The QSE should correct the telemetry data as soon as practicable, or,

· Manually replace the data, if available.

	Cannot

Resolve
	IF:

· The QSE cannot resolve the telemetry data issue within two Business Day, fix the issue in a timely manner;

THEN:

· The QSE shall provide an estimated time of resolution.

	Backup/Alternate Control Center Transfer

	1


	When notified by a QSE that they will be transferring to or from their backup/alternate control center,  
· Identify the [QSE] in the email notification 

Send e-mail to “1 ERCOT System Operators”

	Log
	Log all actions.

	QSE Issues

	1
	If a QSE is not satisfied with ERCOT Operations responses to their issues, refer them to their Wholesale Client Representative for clarification/resolution.

	2
	If the System Operator believes the issue is with ERCOT systems applications (ICCP down, etc.), notify the ERCOT Help Desk.

	3
	If a QSE is having an issue with ERCOT system applications (unable to access the portal, outage scheduler, etc.), instruct them to call the ERCOT Help Desk.

	4
	As time permits, notify the Shift Supervisor of any actions taken and unresolved issues.

	LOG
	Log all actions.

	Missing Data from ERCOT Website Postings

	1
	IF:

· A call is received about data missing or data being incorrect,

THEN:

· Transfer call to the Help Desk, and

· Notify the Shift Supervisor and Operations Support Engineer.

	LOG
	Log the information.

	Courtesy Hotline calls for ERCOT Application Issues

	1
	WHEN:

· Notified from IT support of application(s) issues that are causing Market Participants an inability to submit data to ERCOT;

THEN:

· Make a courtesy hotline to inform them.

Q#76 - Typical Hotline script for Application Issues


	Power System Stabilizers (PSS) & Automatic Voltage Regulators (AVR)

	1
	WHEN:

· Notified by a QSE of a change in status with any PSS or AVR;

THEN:

· Transfer call to the ERCOT Transmission Operator.
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