	ERCOT Operating Procedure Manual

	Reliability Risk Desk



Power Operations Bulletin # 1036
ERCOT has posted/revised the Reliability Risk Desk manual.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
4.1
Responding to Wind Forecast Errors

Procedure Purpose:  Make corrections to errors in the weather forecast data (in EMS) and/or  switch between two wind forecasts needed to contribute to reliable system performance.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 5
	Effective Date:  April 7, 2022


	Step
	Action

	NOTE
	The wind forecasts produced  provide enhanced situational awareness by additional means of validating the expected wind conditions. The selected wind forecast between two is sent to Wind QSEs to update their COP and used by the downstream EMS applications.

	NOTE
	Do not continuously switch between two wind forecasting services for a small gain in accuracy (i.e. “chasing the forecast”)

	STWPF Selection Change due to forecast vs. output deviation
	IF:

· The end of adjustment period selected wind forecast which is currently in use has been greater than the actual wind HSL for more than 2000 MW for at least three hours or 3000 MW for at least one hour or reliability concern and the other vendor forecast has been more accurate;

THEN:

· Log the period of time for which the forecast has been underperforming and the accuracy of both forecasts. Inform the Shift Supervisor and potentially switch forecast selection to alternative wind forecast which has been more accurate, 

· E-mail the information to: 

· Operations Analysis

· 1 ERCOT Shift Supervisors

Reference Display:

ERCOT EMP Applications>Wind Forecasting Service>Hourly
          EMS wind forecast and other necessary displays.

	NOTE
	The projected wind ramp rate (PWRR) calculation is such that it will revert to using persistence (PWRR=0) if the actual wind HSL has been ramping in the opposite direction of the PWRR value for more than 25 minutes (5 intervals).  RLC will set the PWRR to 0 to minimize the impact and then cancel the flag after the PWRR is forecasting the ramp to be the same as the actual ramp again.

	Intra-Hour wind Forecast
	IF:

· Alarmed, make sure frequency isn’t rapidly declining and wind hasn’t turned direction and is ramping very fast (really only need to be concerned when getting above 300-400 MW per 5 minutes and causing frequency to decline below 59.95 Hz). If frequency does drag and regulation is exhausted, the Real-Time Desk should follow their procedure for manually running SCED. Watch the PWRR and wind ramp to help inform the Real-Time Desk;

THEN:

· Notify an Operations Analysis Engineer to do further analysis, 

· E-mail the information to: 

· Operations Analysis

· 1 ERCOT Shift Supervisors

	LOG
	Log all actions.


4.2
Override during Normal Operations

Procedure Purpose:  To monitor wind forecasts during normal operations. It is presumed that under normal operating conditions that the wind forecast override will very rarely be used. However there are certain scenarios that might dictate an override.
	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 3
	Effective Date:   April 7, 2022


	Step
	Action

	Wind Farm Forecast not Matching Output

	NOTE
	ERCOT can override the forecast:

IF:

· Forecasts are deviating from the actual output of a unit/region and have been consistently deviated for an extended period of time, or

· A large over-forecast error is expected due to the unusual weather pattern which has not been captured in the past, or

· Criteria has been met to determine a root cause for the deviation.

	STWPF Override due to forecast vs. output deviation
	Contact the Operations Analysis Engineer to do further analysis and potentially override the forecast given the description above after checking the following:

· Number of turbines online

· Number of turbines offline

· Outage scheduler

· Telemetered wind speed (MPH)

· E-mail the information to: 

· Operations Analysis

· 1 ERCOT Shift Supervisors

Example A: If there is a high MPH and a high forecast, but low MW output.

Example B: If there is a high output, but a low forecast and low HSL in outage scheduler.

	Manually Override Short Term Wind Power Forecast
	Contact the Operations Analysis Engineer to do further analysis override system:

IF:

· A severe weather related de-rate has occurred at a given wind farm, and

· The telemetry, Outage Scheduler and COP have not been correctly updated by the QSE.

· E-mail the information to: 

· Operations Analysis

· 1 ERCOT Shift Supervisors

The Operations Analysis Engineer will do further analysis and potentially override the forecast given the description above after checking the following:

· Number of turbines online

· Number of turbines offline

· Outage scheduler

· Telemetered wind speed (MPH)

	LOG
	Log all actions.
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