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Power Operations Bulletin # 1017
ERCOT has posted/revised the Reliability Risk Desk manual.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.2
Communication

Procedure Purpose:  To ensure proper communication is used to reduce the possibility of miscommunication that could lead to action or inaction harmful to the reliability of the grid.

	Protocol Reference
	6.5.7.8
	
	
	

	Guide Reference
	3.1.3
	
	
	

	NERC Standard
	COM-002-4

R5, R7
	
	
	


	Version: 1 
	Revision: 2
	Effective Date:   December 31, 2021


	Step
	Action

	Three-Part Communication

	NOTE
	· Operating Instructions and Dispatch Instructions are synonymous and both require ‘three-part communication’.

· Refer to the Communications Protocols document for requirements.

	1
	When issuing Operating Instructions, use three-part communication:

· Issue the Operating Instruction

· Receive a correct repeat back

· Give an acknowledgement



	2
	Many scripts have been placed throughout the procedures as a reminder of three-part communication.  However, a script cannot be provided for every scenario.  Effective three-part communication skills are mandatory.

	Hotline Call Communication

	1
	When making Hotline calls, ensure one QSE repeats back the message.

IF:

· Time and circumstances allow;

THEN:

· Review the Consortium hotline attendance report to verify all QSEs were in attendance

· Contact the QSE using their OPX line or LD line to provide them with the message

· Inquire why they were not on the Hotline call

· Open a Help ticket if ERCOT’s Telecommunications department is needed to investigate.

	Master QSE

	1
	Issue the VDI to the Master QSE of a Generation Resource that has been split to function as two or more Split Generation Resources as deemed necessary by ERCOT to effectuate actions for the total Generation Resource for instances when electronic Dispatch Instructions are not feasible.

	LOG
	Log all actions.


7.1
Market Notifications

Procedure Purpose: Guidelines for issuing Emergency Conditions and the four possible levels: Operating Condition Notices (OCN), Advisories, Watches, and Emergency Notices.

	Protocol Reference


	6.5.9.3
	6.5.9.3.1
	6.5.9.3.2
	6.5.9.3.3

	
	6.5.9.3.4
	
	
	

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 4
	Effective Date:   December 31, 2021


	Step
	Action

	NOTE
	· ERCOT is in an Emergency Condition whenever ERCOT Transmission Grid status is such that a violation of security criteria presents the threat of uncontrolled separation or cascading Outages and/or large-scale service disruption to Load (other than Load being served from a radial transmission line) and/or overload of a Transmission Element, and no timely solution is obtainable through SCED or CMPs.

· Consider the severity of the potential Emergency Condition prior to the issuance of a notification.  The severity of the Emergency Condition could be limited to an isolated local area, or the condition might cover large areas affecting several entities, or the condition might be an ERCOT-wide condition potentially affecting the entire ERCOT System.
· The sequence of notifications issued may vary due to changing system conditions or other operational issues and it may be necessary to skip certain notifications due to the severity of the situation.

	Operating Condition Notice (OCN)

	NOTE
	OCN’s are used to inform Market Participants of a possible future need for more Resources due to conditions that could affect ERCOT System reliability.  OCNs are for informational purposes only and may solicit additional information to determine whether the issuance of an Advisory, Watch, or Emergency Notice is warranted. OCNs serve as a reminder to QSEs and TSPs that some attention to the changing conditions may be warranted.

	1
	As instructed by the Shift Supervisor or when appropriate, issue an (OCN.  The OCN can be issued for any of the following reasons:
· Insufficient Resources to meet forecasted conditions

· There is a projected reserve capacity shortage in DRUC that could affect reliability and may require more Resources

· When extreme cold weather is developing and forecasted to impact the ERCOT Region
· When extreme hot weather is forecasted to impact the ERCOT Region 

· When a Hurricane or Tropical Storm is developing and forecasted to impact the ERCOT Region
· Unplanned transmission Outages that may impact reliability
When anticipated adverse weather conditions are forecasted, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness

	Advance Action Notice (AAN)

	NOTE
	Outage Schedule Adjustment (OSA)

Outage Adjustment Evaluation (OAE)

An AAN is a type of OCN, ERCOT may issue an AAN in anticipation of a possible future Emergency Condition.  An AAN will identify actions ERCOT expects to take to address the condition unless the need for ERCOT action is alleviated by QSE and/or (TSP actions or by other system developments.

	1
	As instructed by the Shift Supervisor and in coordination with Outage Coordination and Operations Support, issue an AAN.  The AAN can be issued for any of the following reasons:
· Insufficient Resources to meet forecasted conditions
· There is a projected reserve capacity shortage in DRUC that could affect reliability and may require more Resources

· When extreme cold weather is developing and forecasted to impact the ERCOT Region
· When extreme hot weather is forecasted to impact the ERCOT Region
· When a Hurricane or Tropical Storm is developing and forecasted to impact the ERCOT Region 

· Unplanned transmission Outages that may impact reliability

When anticipated adverse weather conditions are forecasted, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness.

	ADVISORY

	1
	As instructed by the Shift Supervisor or when appropriate, issue an Advisory.  The Advisory can be issued for any of the following reasons:
· When the probability of an approaching Hurricane or Tropical Storm impacting the ERCOT Region increases, and concerns exist to escalate awareness  

· When the probability of extreme cold weather impacting the ERCOT Region increases, and concerns exist to escalate awareness
· When the probability of extreme hot weather impacting the ERCOT Region increases, and concerns exist to escalate awareness
· When conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term reliability

· ERCOT exercises its authority to increase Ancillary Service requirements above the quantities originally specified in the Day-Ahead Market (DAM) in accordance with ERCOT Procedures

· When extreme weather or ERCOT System conditions require more lead-time than the normal Day-Ahead Market (DAM) allows

· Transmission system conditions are such that operations within security criteria are not likely or possible because of Forced Outages or other conditions unless a CMP exists

· Loss of communications or control condition is anticipated or significantly limited

· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request

	WATCH

	1
	As instructed by the Shift Supervisor or when appropriate, issue a Watch.  The Watch can be issued for any of the following reasons:
· A reserve capacity shortage is projected with no market solution available that could affect reliability

· When an approaching Hurricane or Tropical Storm is imminent and anticipated to have an adverse impact on the ERCOT Region
· When impacts from extreme cold weather is imminent and anticipated to have an adverse impact on the ERCOT Region
· When extreme hot weather is imminent and anticipated to have an adverse impact on the ERCOT Region  

· Conditions have developed such that additional Ancillary Services are needed in the Operating Period

· Insufficient Ancillary Services or Energy Offers in the DAM

· Market-based congestion management techniques embedded in SCED will not be adequate to resolve transmission security violations

· Forced Outages or other abnormal operating conditions have occurred, or may occur that require ERCOT to operate with active transmission violations of security criteria as defined in the Operating Guides unless a CMP exists

· The SCED process fails to reach a solution, whether or not ERCOT is using one the measures in Failure of the SCED Process.

· The need to immediately procure Ancillary Services from existing offers

· ERCOT may instruct TOs to reconfigure transmission elements as necessary to improve the reliability of the system

	EMERGENCY NOTICE

	1
	As instructed by the Shift Supervisor or when appropriate, issue an Emergency Notice.  The Emergency Notice can be issued for any of the following reasons:
· Loss of Primary Control Center functionality

· Load Resource deployment for North-Houston voltage stability

· ERCOT cannot maintain minimum reliability standards (for reasons including fuel shortages) during the Operating Period using every Resource practically obtainable from the market

· Immediate action cannot be taken to avoid or relive a Transmission Element operating above its Emergency Rating

· ERCOT forecasts an inability to meet applicable reliability standards and it has exercised all other reasonable options

· A transmission condition has been identified that requires emergency energy from any of the DC-Ties or curtailment of schedules

· The Transmission Grid is such that a violation of security criteria as defined in the Operating Guides presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to Load (other than Load being served from a radial transmission line) and/or overload of Transmission Elements and no timely solution is obtainable through SCED or CMP

· When extreme cold weather is beginning to have an adverse impact on the ERCOT System
· When extreme hot weather is beginning to have an adverse impact on the ERCOT System
· When Hurricane or Tropical Storm is beginning to have an adverse impact on the System

	Operating Condition Script

	Hotline
	Notify QSEs of Notice

#46 - Typical Hotline Script for Operating Condition [OCN/Advisory/Watch/Emergency]
.



	Post
	· All notices must be posted on the ERCOT Website.

· For “free form” messages, the “Notice Priority” will be specified as follows:

· Operational Information/OCN type messages – low priority

· Advisory/Watch type messages – medium priority

· Emergency type messages – high priority

	Hotline Cancellation
	#47 - Typical Hotline Script to Cancel Operating Condition [OCN/Advisory/Watch/Emergency]

	LOG
	Make log entry.


7.2
Implement EEA Levels

Procedure Purpose:  To provide for maximum possible continuity of service while maintaining the integrity of the ERCOT system to reduce the chance of cascading outages. If required to assist other Desk during an EEA event refer to appropriate Operating Procedures.

	Protocol Reference
	6.5.7.6.2.2(1)(b) & (13)
	6.5.9.4
	6.5.9.4.2
	

	Guide Reference


	4.5.3
	4.5.3.1
	4.5.3.2
	4.5.3.3

	
	4.5.3.4
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 7
	Effective Date:  December 31, 2021


	Step
	Action

	NOTE
	·  Any time the clock-minute average system frequency falls below 59.91 Hz for 20 consecutive minutes, ERCOT CAN immediately implement EEA 3.

· IF steady state system frequency falls below 59.5 Hz, ERCOT SHALL immediately implement EEA 3 for any duration.

	TCEQ
	When increased generation is requested during EEA events, Texas Commission on Environmental Quality (TCEQ) will exercise enforcement discretion for exceedances of emission limits as well as operational limits for power generating plants for Generators who exceed air permit limits in order to maximize generation for the duration of the EEA event.  ERCOT General Council will send out a Market Notice each time ERCOT enters into an EEA with this reminder.

	Implement EEA Level 1

	1


	IF:

· PRC < 2300 MW and is not projected to be recovered above 2300 MW within 30 minutes; 

 

	2
	Assist Control Room as needed and continue monitoring IRRs.

	LOG
	Log all actions.

	Implement EEA Level 2

	Note
	ERCOT may declare an EEA Level 2 when the clock-minute average system frequency falls below 59.91 Hz for 15 consecutive minutes.

	1


	IF:

· PRC <  1750 MW or unable to maintain system frequency at 59.91 Hz and is not projected to be recovered above 1750 MW within 30 minutes without the use of EEA Level 2;



	2
	Assist Control Room as needed and continue monitoring IRRs.  

	LOG
	Log all actions.

	Implement EEA Level 3

	Note
	ERCOT may declare an EEA Level 3 when the clock-minute average system frequency falls below 59.91 Hz for 20 consecutive minutes.

	EEA3

PRC <1430 MW
	ERCOT will declare an EEA Level 3 when PRC cannot be maintained above 1,430 MW.

	EEA3

Unable to 

Maintain

59.91 Hz or PRC <1000 MW
	IF:

· PRC <1000 MW or Unable to maintain system frequency at 59.91 Hz and is not projected to be recovered above 1000 MW or 59.91 Hz within 25 minutes without the use of EEA Level 3;

THEN:

· Assist Control Room as needed and continue monitoring IRRs.

	LOG
	Log all actions.
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