	ERCOT Operating Procedure Manual

	Reliability Unit Commitment (RUC) Desk



Power Operations Bulletin # 989
ERCOT has posted/revised the Reliability Unit Commitment manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.3
Publish A/S Requirements and Review System Conditions 

Procedure Purpose:  To publish and verify daily Ancillary Service requirements are posted to the market.

	Protocol Reference
	4.2.1.1(1)
	4.2.1.1(2)
	4.2.1.2(2)
	4.3(2)

	Guide Reference
	
	
	
	

	NERC Standard
	BAL-002-2 R2
	EOP-011-1

R2, R2.1, R2.2, R2.2.3, R2.2.3.2, R2.2.3.3
	TOP-002-4

R4, R4.4
	


	Version: 1 
	Revision: 17
	Effective Date:  July 12, 2021


	Step
	Action

	NOTE
	· Review and update A/S Requirements must be completed prior to 0500.

· The Shift Supervisor must verify the posted ancillary service requirements for the 1st day of the month.

	Review Weather Data Information

	1
	REVIEW the Weather Data for the next operating day in the EMS.

	2
	REVIEW REFERENCE DISPLAY:

EMS Applications>Weather Details>Real Time Displays>Weather Forecast Directory
IF: 

· The Last Weather Source Update or Last Weather Read is less than one (1) hour old;

THEN:  

· Using the usual sources, review the weather forecast for at least two days out.

IF: 

· The data update or read is more than one (1) hour old;

THEN:

· Notify the Shift Supervisor and the Help Desk.

	3
	Evaluating the weather forecast for several days ahead is needed to help determine if there is a potential for fuel supply problems.  The trigger will usually be an extreme weather event which will cause temperatures to be below freezing for an extended period of time, though there could be other reasons.  It may be necessary to consider fuel switching and optimize fuel supply if a reliability issue exists.

	Fuel Switching
	IF:

· Notified of fuel limitations;

THEN:

· Consult with Supervisor and determine if reliability concerns exits

· Identify potential transmission issues

· Identify potential capacity issues

IF:

· Reliability concerns exists;

THEN:

· Consider fuel switching options (gas to oil) if capability exists.

	Optimize Fuel Supply
	IF:

· A particular fuel supply is at risk;

THEN:

· Consult with Supervisor and determine if reliability concerns exits

· Identify potential transmission issues

· Identify potential capacity issues

IF:

· Reliability concerns exists;

THEN:

· Consider RUC committing Resources with fuel that is not at risk.

	Review and Select Load Forecast 

	1
	Review and Select load forecast for next day (Refer to Desktop Guide RUC Section 2.17.

	2


	IF:

· There is a large difference between the load forecasts, AND

· There is uncertainty on which load forecast is correct;

THEN:

· Call the Load Forecasting group for guidance on updating the weather or load forecast.

	3
	Notify by e-mail the following distribution lists of the issue:

· Load Forecasting Department 

· 1 ERCOT Shift Supervisors

	Publish A/S Requirements

	1
	REFERENCE DISPLAY:

Market Participation  > Physical Market > AS Market > AS Plan

Before 04:00, verify the hourly ERCOT system total A/S requirements for each of the following, for each hour of the operating day:  
· Reg-Up

· RRS 

· Reg-Down

· Non-Spin



	2
	REFERENCE DISPLAY:

Market Participation > Monitoring > Event Manager > Events

Search / Filter for AS_OBLIGATION_CALC

Before 06:00, verify the hourly ERCOT system total A/S requirements have been automatically published at 04:55:

IF: 

· Status indicates complete, no further action is necessary, OR 

· Status indicates anything else;

THEN:

· Change status to start now and select submit to database poke point.

	Increasing A/S Requirements before A/S Obligations Publish

	NOTE
	This procedure would be performed when it has been determined that additional A/S is needed, such as to support a weather event.

	NOTE
	If an Emergency Condition may exist that would adversely affect system reliability, ERCOT may change the percentage of Load Resources that are allowed to provide RRS from the monthly amounts determined previously.

	NOTE
	If the operation day D is identified as a High Forecast Variability Day on the day D-2 (2-day advance), Balancing Operations Planning Group will provide Control Room the updated quantities for NSRS which Control Room will use on day D-1 for DAM running for day D and then revert back to the AS plan (AS Plan Validate & Approve) afterward.

	1
	REFERENCE DISPLAY:

Market Participation  > Physical Market > AS Market > AS Plan

Before 04:00, increase the hourly ERCOT system total A/S requirements for each requirement needed for each hour of the next operating day:  
· Reg-Up

· RRS 

· Reg-Down

· Non-Spin



	2
	REFERENCE DISPLAY:

Market Participation > Monitoring > Event Manager > Events

Search / Filter for AS_OBLIGATION_CALC

Before 06:00, verify the hourly ERCOT system total A/S requirements have been automatically published at 04:55:

IF: 

· Status indicates complete, no further action is necessary, OR 

· Status indicates anything else;

THEN:

· Change status to start now and select submit to database poke point.

	3
	IF: 

· The A/S requirements were increased,

THEN:

· The next day will copy the new A/S requirements unless you return the A/S requirements to the A/S Plan requirements for the month. 
REFERENCE DISPLAY:

Market Participation > Physical Market > AS Market > AS Plan  

Before 04:00 update the A/S requirements.

	NOTE
	Refer to the A/S requirements for the current month’s A/S Plan if no changes are required.

	Priority Outages

	1
	A Priority Outage is one that affects generation.

Prior to 1200:

· Review the Outage Notes for the next Operating Day, make lists of Priority Outages, sorted by the affected TOs, 

· The file is located in P:\DAY AHEAD – TDSP PRIORITY OUTAGE NOTIFICATION,

· Email the Priority Outages to the appropriate TO using the email addresses provided in the RUC Desktop Guide Section 2.22,  

· Copy and paste the information into the body of the email,

· The Subject line should read “Priority Outages”, “<Company Name>”, “<Date>”

· At the bottom of each email, be sure to include a Confidentiality Notice and your signature,

· Ensure each document has a Note which states to notify ERCOT within 30 minutes of the Actual Start and Actual End times for the Priority Outages,

· If email is unavailable, follow the same guidelines using the Fax  Machine, 

· Place hard copies in Daily Log File.

	Blackstart Availability

	1
	REFERENCE DISPLAY:

Market Participation  > Physical Market > Market Participant Submissions > Availability Plan

ERCOT SharePoint > System Operations – Control Center > Documents > Blackstart Availability
REVIEW:

· Blackstart Availability Plan for next operating day (OD+1 tab)

IF:

· Blackstart Availability Plan for next operating day is missing

THEN:

· Call the QSE and request them to submit their Blackstart Availability Plan for next operating day

· Update the Blackstart Availability spreadsheet located on SharePoint

	Log
	LOG when completed and any additional actions taken.

	Verification of Published A/S Requirements

	NOTE
	This step may be completed after 0600.

	1
	VERIFY by spot-checking the following information posted to the ERCOT Website for the next operating day (or two days if two-day Ahead market is in effect) is posted.

· Planned Transmission line and equipment outages for the operating day.  

· ERCOT Website; Grid; Transmission; Consolidated Transmission Outage Report

· Weather assumptions used to provide the system conditions forecast.

· ERCOT Website; Data Products; Markets; Weather assumptions

· The hourly ERCOT System total Ancillary Service requirements for Regulation Down – REGDN, Regulation Up – REGUP, Responsive Reserve – RRS, and Non-spinning Reserve – NSPIN.  

· ERCOT Website; Data Products; Markets; DAM Ancillary Service Plan.

	Log
	LOG any significant problems including any action taken.


3.2
Review, Approve and Post HRUC Results

Procedure Purpose:  Monitor RUC applications to determine if systems are functioning properly.  Verify results and correct for any warning or error messages.  Review and approve final results for market posting.

	Protocol Reference


	4.4.8
	5.1
	5.3(3)
	5.5.1

	
	5.5.2
	5.5.3
	6.1(2)
	6.4.9.1.2

	Guide Reference
	
	
	
	

	NERC Standard


	EOP-011-1

R2, R2.2, R2.2.3, R2.2.3.1
	IRO-001-4

R1
	TOP-001-5

R1, R2
	TOP-002-4 R1, R2, R3, R4, R4.1, R4.4, R5


	Version: 1 
	Revision: 37
	Effective Date: July 12, 2021


	Step
	Action

	NOTE
	See Desktop Guide Common to Multiple Desks Section 2.16 if the savecase function fails when running RUC

	Monitor
	REVIEW REFERENCE DISPLAYS:

Market Operation>Reliability Unit Commitment>HRUC Displays>Workflow>HRUC Workflow

Market Operation>Reliability Unit Commitment>HRUC Displays>Workflow>HRUC Workflow Messages

· Monitor the HRUC Workflow display to determine when it is complete, 

ENSURE: 
· The workflow has completed before the study is approved and published.  

IF:

· The study is approved before it completes,

· Incorrect RUC deployments are sent to QSE’s 

THEN:
· Make hotline call to notify QSE’s that deployments for HRUC are invalid,

· Notify Director Control Room Operations and/or Designee,

· ERCOT may use information from the DAM processes as decision support during the HRUC processes.

	System Summary
	REVIEW REFERENCE DISPLAY:

Market Operation>Reliability Unit Commitment>HRUC Displays>UC Displays>Output Display Menu>System Outputs>Summary

IF:

· All load forecasts seem unreasonable;

THEN:

· Select the most reasonable forecast, AND

· Call the Load Forecasting group for guidance on updating the weather or load forecast

· Notify by e-mail the following distribution lists of the issue:

· Load Forecasting Department

· 1 ERCOT Shift Supervisors



	Excess Generation
	During periods of low load and excess generation:

PERIODICALLY REVIEW:

· Splunk Dashboard Viewer under the MOS_DEV folder:

· “Last Approved HRUC Capacity” which is based on the last ran HRUC solution

VERIFY:

· TOTAL_LOAD is less than SS_LASL,

IF:

· Load forecast is reasonable AND the decision needs to be made in the near future,

THEN:

· Decommit generation from the HRUC next study,

· Priority should be on WGR’s or Resources that resolve congestion;

IF:

· The decision needs to be made immediately,

THEN:

· Issue an electronic Dispatch Instruction confirmation

·  (priority should be given to WGRs and Resources that resolve congestion 

· Choose “DECOMMIT” as the Instruction Type from Resource tab
· Enter “ERCOT requested RUC decommit/capacity surplus” in Other Information.
When issuing a VDI or confirmation, ensure the use of three-part communication:

· Issue the Operating Instruction

· Receive a correct repeat back

· Give an acknowledgement

	A/S

Infeasibility
	REVIEW REFERENCE DISPLAYS:

Market Operation>Reliability Unit Commitment>HRUC Displays>DSP Displays> DSP Undeliverable Ancillary Service Capacity Summary

Market Participation>Physical Market>SASM Market>AS Infeasibility
Market Participation>Physical Market>SASM Market>AS Replacement
IF:

· Undeliverable Ancillary Service are indicated;

THEN:

· Determine if the infeasibility is valid

IF:

· Valid;

THEN:

· Notify the affected QSE for the following information

· the amount of A/S that must be reduced,  and  

· the start and stop times of the reduction.

· The QSE can substitute or ERCOT can open a SASM

IF:

· The QSE elects to substitute;

THEN:

· Determine the feasibility of the substitution.

· If deemed infeasible, a SASM can be opened

· Notify the Resource Operator of possible infeasibility issue. 

	A/S Insufficiency

from SASM
	If a SASM market has been previously run, the following display will indicate if additional A/S Insufficiencies exist: 

REVIEW REFERENCE DISPLAY:

Market Operation>Reliability Unit Commitment>HRUC Displays>DSP Displays> DSP Decision Support for Ancillary Service Deployment

IF:

· A/S Insufficiency;

THEN

· If deemed necessary, RUC commit the necessary Resources that are qualified to provide the service that is deficient while honoring temporal constraints,

· Refer to Desktop Guide RUC Section 2.18.

	Undeliverable

A/S

Capacity
	REVIEW REFERENCE DISPLAY:

Market Operation>Reliability Unit Commitment>HRUC Displays>DSP Displays> DSP Undeliverable Ancillary Service Capacity Summary
IF:

· Undeliverable A/S due to transmission constraints;

THEN:

· Notify the Resource Operator. 

	STNET Study
	The Risk operator has the primary responsibility to perform these voltage studies, however if needed as a backup this step is provided.

Each hour run a STNET study for four hours out (example it is 0100, run study for 0500) to review voltage violations. 

IF:

· Voltage contingencies exist;
THEN:

· Check “Voltage Tracking Issues” spreadsheet on SharePoint to ensure the contingency is not listed

· If not listed, convey the voltage violations to the Transmission and Security Operator with the potential resolution

· Create a savecase, use naming convention “SC_RUC(HE)_(DATE)

· Make at least one detailed log entry per shift that the studies are being executed.   If any new voltage violations are identified that do not have a solution, log the information and notify the Transmission and Security Operator of the new violation(s)

· Update the “Voltage Tracking Issues” spreadsheet listing the new voltage violation with the contingency resolution.

IF:

· Unsolved contingencies exist;
THEN:

· Communicate any unsolved contingency to the Shift Engineer and Transmission Security Desk Operator with potential solutions.

· Some potential solutions could be transmission switching, creation of a manual constraint, bringing on an additional Resource, returning a planned outage, or development of a CMP

· Validate the resolution

· Update the “Voltage Tracking Issues” spreadsheet listing the new unsolved contingency with the contingency resolution.

	Violated Constraints
	REVIEW REFERENCE DISPLAYS:

Market Operation>Reliability Unit Commitment>HRUC Displays>DSP Displays> DSP Binding Constraint Summary

Market Operation>Reliability Unit Commitment>HRUC Displays>DSP Displays> DSP Constraint Summary

REVIEW:

· Violated constraints.  If needed, notify Operations Support Engineer to determine the validity; 

IF:

· Invalid, no further action is required;

IF:

· Valid; AND

· Related to a phase shifter tap settings,

THEN:

· Notify Operations Support Engineer to determine if adjusting a Phase Shifter would reduce the flow, 

· Create Suggestion Plan for Constraint,

· Manually RUC commit resources as needed, 

IF:

· Valid; AND no Suggestion Plan or Resource is available to commit within the timeframe of the violated constraint,

THEN:

· Notify the Operations Support Engineer and Transmission & Security Desk Operator to determine if an outage can be withdrawn within the timeframe, 

IF:

· No outage can be withdrawn within the timeframe of the violated constraint,

THEN:

· Notify Operations Support Engineer to develop a Congestion Management Plan and provide it to the TDSP and Transmission & Security Desk Operator,Notify Shift Supervisor to contact the Director Control Room Operations and/or Designee of actions taken

Refer to Desktop Guide RUC Section 2.14.

	Capacity Reserve Margin
	Monitor:

· Available Committed Capacity Margin and the Available Capacity Margin columns.
IF:

· If the Available Committed Capacity Margin threshold is less than, OR;

· If the Available Capacity Margin threshold is less than the minimum requirements:
THEN:

· Inform Shift Supervisor
Refer to Desktop Guide RUC Section 2.24

	HRUC Committed

Units
	REVIEW REFERENCE DISPLAY:

Market Operation>Reliability Unit Commitment>HRUC Displays>DSI Displays>External Input Data>MF Generator Parameter
IF:

· HRUC recommends the commitment of any unit;
THEN:

· Determine the validity, 

· Determine the temporal constraints for each of the units recommendation.

· Refer to Desktop Guide RUC Section 2.23.

IF:

· Temporal constraint exceedances at the same facility do not conflict,

· The resource start-up time allows enough time to re-evaluate the need for its commitment in future HRUC Study Periods, and 

· There is no reliability reason requiring the resource commitment decision to be made immediately;

THEN:

· De-select the resource prior to approving the HRUC study by changing ‘Commit’ to ‘blank’ and list reason,

IF:

· Temporal constraint exceedances at the same facility,

· There is a reliability reason requiring the resource commitment decision to be made immediately;

· Resources returning from outages

· Congestion or Capacity deficiencies that are creating HRUC performance issues

THEN:

· Log the reason for not de-selecting the resource.

NOTE:  A reason must be entered for commit, decommit, and uncommitting, otherwise a message window will pop up in DSP approval process.

Examples below:
· Evaluate later (should be used when waiting until the last possible hour to commit)

· Short start (should be used for units that can start within 1 hour)

· Voltage support 

· Valley import

· Capacity

· Constraint name (SLWSCRL5) * Do not use special characters

When issuing a confirmation, ensure the use of three-part communication:

· Issue the Operating Instruction

· Receive a correct repeat back

· Give an acknowledgement



	EMR Resources
	Resources with “EMR” Resource status can only be RUC committed during Emergency conditions.

	RMR

Resources
	QSEs will show a COP status of OFF when Resources are available.  RMR Resources will only be dispatched from the Hourly Reliability Unit Commitment (HRUC).

	RMR

Commitment
	WHEN:

· HRUC recommends a RMR unit, AND

· A capacity reserve shortage is projected and no market Resources are available to meet the projected system demand, and there is a risk of an EEA event; 
THEN:

· Determine if an RMR Resource will need to be considered in HRUC Study Period;

ISSUE:

· Watch for projected reserve capacity shortage with no market solution;

THEN:

· Ensure COP status is “OFF” and the resource start-up time allows enough time to procure the RMR for the hours showing to be deficient with risk of an EEA event;
SELECT:

· Commit Resource before HRUC is approved
· Commit Resource,

· List reason (RMR for Capacity).
Call QSE with any modification to the Delivery Plan as a result of a commitment.

	Hotline
	Q#77 - Typical Hotline Script for Watch for projected reserve capacity shortage 
Notify Transmission Operator to make Hotline call to TOs.

	Post
	Typical ERCOT Website posting: 

ERCOT issued a Watch for a projected reserve capacity shortage with no market solution available. HRUC recommended RMR Resources have been committed.

	Cancel
	WHEN:

· Committed RMR Resources are off-line

THEN:

· Making hotline call to QSEs

· Cancelling ERCOT Website posting

· Notify Transmission Operator to make hotline call to TOs.

Q#78 - Typical Hotline Script for canceling Watch for projected reserve capacity shortage 



	Manual Commitment
	REVIEW REFERENCE DISPLAYS:

Market Operation>Reliability Unit Commitment>HRUC Displays>DSP Displays> DSP RUC Commitment/Decommitment Summary

Market Operation>Reliability Unit Commitment>HRUC Displays>DSI Displays> External Input Data>MF Generator Parameters

IF:

· Additional resources are needed to solve for transmission issues (such as for voltage support) and were not picked up in the HRUC run;
THEN:

· RUC commit unit before HRUC is approved
· Change ‘blank’ to ‘Commit’,

· List reason RUC commit for (constraint name, valley import or voltage support), a message window will pop up in DSP approval process if no reason is provided.

· Give courtesy call to QSE when commitments are made

	Manual Commitment to bring a Unit of a Combined Cycle On-line 
	REVIEW REFERENCE DISPLAYS:

Market Operation>Reliability Unit Commitment>HRUC Displays>DSP Displays>DSP Combined Cycle Plant Suggestion Plan
IF:

· Additional resources are needed to solve for transmission issues  and were not picked up in the HRUC run;
THEN:

· RUC commit higher configuration of a Combined Cycle before HRUC is approved
· Determine the temporal constraints for the higher configuration.

· Change ‘blank’ to ‘Commit’,

· List reason RUC commit for (constraint name, valley import or voltage support), a message window will pop up in DSP approval process if no reason is provided.

· Give courtesy call to QSE when commitments are made

Refer to Desktop Guide Reliability Unit Commitment Desk 2.20

	NOTE
	· Resources cannot be decommitted for just a portion of a DAM-Committed Interval, which is a one-hour interval.  

· ERCOT may only decommit a Resource to resolve transmission constraints that are otherwise unsolvable or to maintain the reliability of the ERCOT System.  Qualifying Facilities (QFs) may be decommitted only after all other types of Resources have been assessed for decommitment. 

· If ERCOT communicates HRUC commitments and decommitments verbally to a QSE, then the same Resource attributes communicated programmatically must be communicated when ERCOT gives a verbal Resource commitment or decommitment.

· QSE’s shall acknowledge the notice of commit or decommit by updating their COP.

	HRUC  Decommitted

Resources
	REVIEW REFERENCE DISPLAY:

Market Operation>Reliability Unit Commitment>HRUC Displays>DSP Displays> DSP RUC Commitment/Decommitment Summary
IF:

· If HRUC recommends decommitments; 

Determine if: 

· Outage related,
· Possible Network Model error/ Normal Breaker status variances,
· COP error for Combine Cycle configurations / JOU,
· Qualifying Facilities should be de-committed ONLY as a last resort, 
THEN:

· If this is a true decommitment:

· Confirm Decommitment

· List reason (most likely reason is ‘transmission outage’), a message window will pop up in DSP approval process if no reason is provided

· If Decommitment is error related:

· No action is required

	Canceling

RUC

Commitments
	REVIEW REFERENCE DISPLAY:

Market Operation>Reliability Unit Commitment>HRUC Displays>DSI Displays>DSI Data Processes>DSI Operator Manual Commitment
IF:

· A Resource is RUC committed that needs to be canceled;
· Only cancel RUC commits if the ERCOT Operator Resource commitment was unintended.

THEN:

· Issue electronic Dispatch Instruction to cancel the RUC instruction
· Choose “CANCEL RUC COMMIT” as the Instruction Type

· Enter “unintended commitment” in other information
When issuing a VDI or confirmation, ensure the use of three-part communication:

· Issue the Operating Instruction

· Receive a correct repeat back

· Give an acknowledgement      
· Remove unintended RUC commit from DSI Operator Commitment by changing (AUTO) to (OFF) for the hours in question.

	Post
	Notice Type: Operational Information
Notice Priority: Low

Audience: Public
Typical ERCOT Website posting: 

Cancelled RUC commitment at timestamp [Date & Time] for [resource] for [Date & Time] due to unintended commitment.

	VSAT and RUC perform AC Analysis

	NOTE
	IF:

· RUC cannot complete the process;
THEN:

· Notify the Transmission & Security Operator and additional personnel as required. 

	Validate
	REVIEW REFERENCE DISPLAY:

Market Operation>Reliability Unit Commitment>HRUC Displays>UC Displays>Output Display Menu>System Outputs>Summary

VERIFY:

· Input data

· Updated Time

· Results are reasonable

	Approval
	HRUC must be approved by XX:50

REVIEW REFERENCE DISPLAY:

Market Operation>Reliability Unit Commitment>HRUC Displays>DSP Displays> DSP Execution Control Parameters

IF:

· The HRUC results are reasonable and after all necessary modifications have been made;

THEN:

· Sort the RUC Commitment column before approving so it shows commitments at the top of the screen that currently may be lower in the table but not shown in the window;
· Approve the results (all RUC commitment, operator manual commitment/decommit/blank out must have a reason, otherwise a message window will pop up), OR

IF:

· The results are unacceptable;

THEN:

· Click on Disapprove button, AND
· Follow the Manage HRUC Timeline Failure in the next section.

IF:

· Disapprove button was selected in error;

THEN:

· Contact Helpdesk to open ticket for EMMS Production Support to correct it.

	After 

Approval
	AFTER:

· Approval button is pushed;

THEN:

· Double check display Market Participation>Physical Market>Market Results>HRUC> HRUC Results, 

· Make sure the records in this display matches data in display Market Operation>Reliability Unit Commitment>HRUC Displays >DSP Displays>DSP RUC Commitment/Decommitment Summary.
IF:

· Displays are different, the RUC commitments thought to be blanked out were sent out;

THEN:

· Notify the Helpdesk to call the On-Call EMMS Production support, and
· Issue electronic Dispatch Instructions to cancel RUC instructions
When issuing a VDI or confirmation, ensure the use of three-part communication:

· Issue the Operating Instruction

· Receive a correct repeat back

· Give an acknowledgement

	Log
	Log actions taken.


6.1
Market Notifications

Procedure Purpose: Guidelines for issuing Emergency Conditions and the four possible levels: Operating Condition Notices (OCN), Advisories, Watches, and Emergency Notices.

	Protocol Reference


	6.3.3
	6.5.9.3
	6.5.9.3.1
	6.5.9.3.2

	
	6.5.9.3.3
	6.5.9.3.4
	
	

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 22
	Effective Date:   July 12, 2020


	Step
	Action

	NOTE
	An Emergency Notice is the type of communication that will be issued when ERCOT is operating in an Emergency Condition. The issuance of an Operating Condition Notice (OCN), Advisory, or Watch does not mean that ERCOT is operating in an Emergency Condition.

	OCN

	NOTE
	Consider the severity of the potential Emergency Condition.  The severity of the Emergency Condition could be limited to an isolated local area, or the condition might cover large areas affecting several entities, or the condition might be an ERCOT-wide condition potentially affecting the entire ERCOT System.

	1
	As instructed by the Shift Supervisor or when appropriate, issue an Operating Condition Notice (OCN).  The OCN can be issued for any of the following reasons or to obtain additional information from TOs and/or QSEs.

· There is a projected reserve capacity shortage in DRUC that could affect reliability and may require more Resources

· When extreme cold weather is forecasted approximately 5 days away
· When extreme hot weather is forecasted approximately 5 days away 

· When an approaching Hurricane / Tropical Storm is approximately 5 days away

· Unplanned transmission Outages that may impact reliability

· When adverse weather conditions are expected, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness

	AAN

	Definition
	A type of Operating Condition Notice (OCN) that identifies a possible future Emergency Condition and describes future action ERCOT expects to take to address that condition unless the need for ERCOT action is alleviated by Qualified Scheduling Entity (QSE) and/or Transmission Service Provider (TSP) actions or by other system developments.

	1
	As instructed by the Shift Supervisor and in coordination with Outage Coordination and Operations Support, issue an Advance Action Notice (AAN).  The AAN can be issued for any of the following reasons or to obtain additional information from TOs or QSEs.

· There is a projected reserve capacity shortage in DRUC that could affect reliability and may require more Resources

· When extreme cold weather is forecasted approximately 5 days away
· When extreme hot weather is forecasted approximately 5 days away

· When an approaching Hurricane / Tropical Storm is approximately 5 days away 

· Unplanned transmission Outages that may impact reliability

· When adverse weather conditions are expected, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness

	ADVISORY

	1
	As instructed by the Shift Supervisor or when appropriate, issue an Advisory.  The Advisory can be issued for any of the following reasons or to obtain additional information from TOs and/or QSEs.

· When an approaching Hurricane / Tropical Storm is approximately 3 days away  

· When extreme cold weather is forecasted approximately 3 days away
· When extreme hot weather is forecasted approximately 1 to 3 days away

· When conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term reliability

·  ERCOT may exercise its authority to increase Ancillary Service requirements above the quantities originally specified in the Day-Ahead Market (DAM) in accordance with ERCOT Procedures

· When extreme weather or conditions require more lead-time than the normal Day-Ahead Market (DAM) allows

· Transmission system conditions are such that operations within security criteria are not likely or possible because of Forced Outages or other conditions unless a CMP exists

· Loss of communications or control condition is anticipated or significantly limited

· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request

	WATCH

	1
	As instructed by the Shift Supervisor or when appropriate, issue a Watch.  The Watch can be issued for any of the following reasons or to obtain additional information from TOs and/or QSEs.

· A projected reserve capacity shortage is projected with no market solution available that could affect reliability

· When an approaching Hurricane / Tropical Storm is approximately 1 day away

· When extreme cold weather is projected for next day or current day
· When extreme hot weather is projected for next day or current day  

· Conditions have developed such that additional Ancillary Services are needed in the Operating Period

· Insufficient Ancillary Services or Energy Offers in the DAM

· Market-based congestion management techniques embedded in SCED will not be adequate to resolve transmission security violations

· Forced Outages or other abnormal operating conditions have occurred, or may occur that require ERCOT to operate with active transmission violations of security criteria as defined in the Operating Guides unless a CMP exists

· The SCED process fails to reach a solution, whether or not ERCOT is using one the measures in Failure of the SCED Process.

· The need to immediately procure Ancillary Services from existing offers

· ERCOT may instruct TOs to reconfigure transmission elements as necessary to improve the reliability of the system

	EMERGENCY NOTICE

	1
	As instructed by the Shift Supervisor or when appropriate, issue an Emergency Notice.  The Emergency Notice can be issued for any of the following reasons or to obtain additional information from TOs and/or QSEs.

· Loss of Primary Control Center functionality

· Load Resource deployment for North-Houston voltage stability

· ERCOT cannot maintain minimum reliability standards (for reasons including fuel shortages) during the Operating Period using every Resource practically obtainable from the market

· Immediate action cannot be taken to avoid or relive a Transmission Element operating above its Emergency Rating

· ERCOT forecasts an inability to meet applicable reliability standards and it has exercised all other reasonable options

· A transmission condition has been identified that requires emergency energy from any of the DC-Ties or curtailment of schedules

· The Transmission Grid is such that a violation of security criteria as defined in the Operating Guides presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to Load (other than Load being served from a radial transmission line) and/or overload of Transmission Elements and no timely solution is obtainable through SCED or CMP

· When extreme cold weather is beginning to have an adverse impact on the System
· When extreme hot weather is beginning to have an adverse impact on the System
· When Hurricane / Tropical Storm is in the ERCOT Region and is beginning to have an adverse impact on the System

	Operating Condition Script

	Hotline
	Notify QSEs of Notice

#46 - Typical Hotline Script for Operating Condition [OCN/Advisory/Watch/Emergency]

	Post
	· All notices must be posted on the ERCOT Website.

· For “free form” messages, the “Notice Priority” will be specified as follows:

· Operational Information/OCN type messages – low priority

· Advisory/Watch type messages – medium priority

· Emergency type messages – high priority

	Hotline Cancellation
	#47 - Typical Hotline Script to Cancel Operating Condition [OCN/Advisory/Watch/Emergency]

	Log
	Make log entry.
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