	ERCOT Operating Procedure Manual

	Real Time Desk



Power Operations Bulletin # 988
ERCOT has posted/revised the Real Time manual.

The Various Changes are shown below.
A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
3.5
Monitor Capacity and Reserves and Respond to Shortages or Surplus

Procedure Purpose:  Monitoring sufficient operating reserves and capacity surplus.  Deploying/Recalling Non-Spin and manually Deploying/Recalling RRS.

	Protocol Reference
	6.5.7.6.2.2
	6.5.7.6.2.3
	
	

	Guide Reference
	4.8
	
	
	

	NERC Standard
	IRO-001-4

R1
	TOP-001-5

R2
	
	


	Version: 1 
	Revision: 20
	Effective Date:  July 12, 2021


	Step
	Action

	NOTE
	The Day-Ahead process, the Adjustment Period process, and the Real-Time process must be utilized before ordering Resources to specific output levels with Emergency Base Point instructions.

	Insufficient Generation

	RMR
	Prior to declaring EEA, start RMR Units available in the time frame of the emergency.  RMR Units should be loaded to full capability.

	Deploying 

Non-Spin
	Triggers to deploy Non-Spin

WHEN:

· PRC < 3200 MW and not expected to recover within 30 minutes without deploying reserves,
THEN:

· Coordinate with the Resource Operator to deploy a portion or all of the available Non-Spin capacity.  Smaller blocks are favorable if conditions allow.
MONITOR:

· The Splunk Dashboard 

· MOS

· 01 SCED GEN ONLINE and scroll down to Lookahead Load Ramping from MTLF

· Avail CAP 30Min represents (HASL – Gen) – (30 minute load ramp)

IF:

· Avail_CAP_30Min < 0

THEN:

· Coordinate with the Resource Operator to deploy half of available Non-Spin.
IF:

· Avail_CAP_30Min < -300, OR

· PRC is < 2500 MW; 

THEN:

· Coordinate with the Resource Operator to deploy all of available Non-Spin, if not already deployed..

	NOTE
	If a condition indicates that additional capacity may need to be brought On-Line to manage reliability, operators will evaluate the system condition and deploy Non-Spin as needed if no other better options are available to resolve the system condition.  Under emergency, the emergency process will govern the deployment of Non-Spin.

	Recalling

Non-Spin
	WHEN:

· Avail_CAP_30Min > 1000, AND

· PRC is > 3200 MW;

THEN:

· Coordinate with the Resource Operator to recall half of the deployed Non-Spin.

WHEN:

· Avail_CAP_30Min > 1000, AND

· PRC is > 3400 MW;

THEN:

· Coordinate with the Resource Operator to recall all of the deployed Non-Spin.

	NOTE
	RRS for capacity may be manually deployed (HASL released) when the system approaches scarcity conditions so that the capacity reserved behind HASL will be released to Security-Constrained Economic Dispatch (SCED).  The existing measure of scarcity is Physical Responsive Capability (PRC) and spinning reserves.  If PRC and spinning reserves drop below 3,000 MW, this process may be used.  Scarcity conditions may occur during the Peak Load Season when ERCOT System Load is above 60,000 MW.  For all other months, they could occur when ERCOT System Load is above 50,000 MW.

	HASL

Release – 

Manually

Deploy

RRS
	Triggers to manually deploy RRS

MONITOR:

· “HASL – Load Ramp” value on the Generation Area Status display, this is HASL – (Gen + 5 minute load ramp)

IF:

· HASL – Load Ramp < = 200 MW;

THEN:

· Ensure all Non-Spin has been deployed first before manually deploying RRS.

· Manually deploy up to 500 MW of RRS.
IF:

· After Resources have responded to the previous deployment, AND

· HASL – Load Ramp < = 200 MW; 

THEN:

· Manually deploy up to another 500 MW of RRS (it is incremental, enter 1,000).
IF:

· PRC < = 2000 MW; 

THEN:

· Manually deploy all remaining RRS.

	HASL - RRS

Recall
	WHEN:

· HASL – (Gen + 5 minute load ramp) > 1600 MW AND/OR

· PRC > = 3300 MW, AND

· Frequency is 59.970 HZ or above;

THEN:

· Manually recall the RRS, which can be done in up to 500 MW steps.

	Surplus Generation

	SCED

Surplus
	MONITOR:

· The Generation Area Status Page

IF:

· (GEN-LDL) < 200 MW;

THEN:

· Consult with RUC Operator to ensure HRUC is seeing the situation and is decommitting Resources,

· If needed, request the RUC Operator to issue VDI to RUC decommit a Resource  to help alleviate the surplus

	Log
	Log all actions.

	Valley Generation

	Monitor
	Market Operations>Reliability Unit Commitment>HRUC Displays>UC Displays>Output Display Menu>Generator Outputs>Generation Schedule OR 

Market Operations>Reliability Unit Commitment>HRUC Displays>UC Displays>Input Display Menu>Generation Self-Commitment Status

	1
	WHEN:

· Two or more Generation plants (DUKE,  NEDIN and/or SILASRAY) are scheduled to go Off-Line at the same time;

THEN:

· Discuss with Transmission and Security Operator AND Shift Supervisor

· Ensure AEP TO is notified with the shut down time and with at least an hours’ notice, they need to pre-posture reactive devices.

	Log
	Log all actions.


5.1
Market Notifications

Procedure Purpose: Guidelines for issuing Emergency Conditions and the four possible levels: Operating Condition Notices (OCN), Advisories, Watches, and Emergency Notices. 

	Protocol Reference


	3.1.4.6
	6.5.9.3

	6.5.9.3.1
	6.5.9.3.2

	
	6.5.9.3.3
	6.5.9.3.4
	
	

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 31
	Effective Date:  July 12, 2021


	Step
	Action

	NOTE
	Consider the severity of the potential Emergency Condition.  The severity of the Emergency Condition could be limited to an isolated local area, or the condition might cover large areas affecting several entities, or the condition might be an ERCOT-wide condition potentially affecting the entire ERCOT System.

	OCN

	NOTE
	Consider the severity of the potential Emergency Condition.  The severity of the Emergency Condition could be limited to an isolated local area, or the condition might cover large areas affecting several entities, or the condition might be an ERCOT-wide condition potentially affecting the entire ERCOT System.

	1
	As instructed by the Shift Supervisor or when appropriate, issue an Operating Condition Notice (OCN).  The OCN can be issued for any of the following reasons or to obtain additional information from TOs or QSEs.

· There is a projected reserve capacity shortage in DRUC that could affect reliability and may require more Resources

· When extreme cold weather is forecasted approximately 5 days away
· When extreme hot weather is forecasted approximately 5 days away

· When an approaching Hurricane / Tropical Storm is approximately 5 days away

· Unplanned transmission Outages that may impact reliability

· When adverse weather conditions are expected, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness

	AAN

	Definition
	Advance Action Notice (AAN)
Outage Adjustment Evaluation (OAE)

Outage Schedule Adjustment (OSA)
A type of Operating Condition Notice (OCN) that identifies a possible future Emergency Condition and describes future action ERCOT expects to take to address that condition unless the need for ERCOT action is alleviated by Qualified Scheduling Entity (QSE) and/or Transmission Service Provider (TSP) actions or by other system developments.

	1
	As instructed by the Shift Supervisor and in coordination with Outage Coordination and Operations Support, issue an Advance Action Notice (AAN).  The AAN can be issued for any of the following reasons or to obtain additional information from TOs or QSEs.

· There is a projected reserve capacity shortage in DRUC that could affect reliability and may require more Resources

· When extreme cold weather is forecasted approximately 5 days away
· When extreme hot weather is forecasted approximately 5 days away

· When an approaching Hurricane / Tropical Storm is approximately 5 days away 

· Unplanned transmission Outages that may impact reliability

· When adverse weather conditions are expected, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness

	Advisory

	1
	As instructed by the Shift Supervisor or when appropriate, issue an Advisory.  The Advisory can be issued for any of the following reasons or to obtain additional information from TOs or QSEs.

· When an approaching Hurricane / Tropical Storm is approximately 3 days away 

· When extreme cold weather is forecasted approximately 3 days away
· When extreme hot weather is forecasted approximately 1 to 3 days away

· When conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term reliability

· ERCOT may exercise its authority to increase Ancillary Service requirements above the quantities originally specified in the Day-Ahead Market in accordance with ERCOT Procedures

· When extreme weather or conditions require more lead-time than the normal Day-Ahead Market allows

· Transmission system conditions are such that operations within security criteria are not likely or possible due to Forced Outages or other conditions unless a CMP exists

· Loss of communications or a control condition is anticipated or significantly limited

· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request

	Watch

	1
	As instructed by the Shift Supervisor or when appropriate, issue a Watch.  The Watch can be issued for any of the following reasons or to obtain additional information from the TOs or QSEs.

· A projected reserve capacity shortage is projected with no market solution available that could affect reliability

· When an approaching Hurricane / Tropical Storm is approximately 1 day away

· When extreme cold weather is projected for next day or current day
· When extreme hot weather is projected for next day or current day

· Conditions have developed that require additional Ancillary Services in the Operating Period

· Insufficient Ancillary Services or Energy Offers in the DAM or in SASM

· Market-based congestion management techniques embedded in SCED will not be adequate to resolve transmission security violations

· Forced Outages or other abnormal operating conditions have occurred, or may occur that would require ERCOT to operate with active  violations of security criteria as defined in the Operating Guides unless a CMP exists

· ERCOT varies from timing requirements or omits one or more Day-Ahead or Adjustment Period and Real-Time procedures.

· ERCOT varies from timing requirements or omits one or more scheduling procedures in the Real-Time process.

· The SCED process fails to reach a solution, whether or not ERCOT is using one of the measures in Failure of the SCED Process.

· The need to immediately procure Ancillary Services from existing offers

· ERCOT may instruct TOs to reconfigure transmission elements as necessary to improve the reliability of the system
· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request

	Emergency Notice

	1
	As instructed by the Shift Supervisor or when appropriate, issue an Emergency Notice.  The Emergency Notice can be issued for any of the following reasons or to obtain additional information from TOs or QSEs.

· Loss of Primary Control Center functionality

· Load Resource deployment for North-Houston voltage stability 

· ERCOT cannot maintain minimum reliability standards (for reasons including fuel shortages) during the Operating Period utilizing every Resource practically obtainable from the market

· Immediate action cannot be taken to avoid or relieve a Transmission Element operating above its Emergency Rating

· ERCOT forecasts an inability to meet applicable Reliability Standards and has exercised all other reasonable options

· A transmission condition has been identified that requires emergency energy from any of the DC-Ties or curtailment of schedules

· The Transmission Grid is such that a violation of security criteria as defined in the Operating Guides  presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to Load (other than Load being served from a radial transmission line) and/or overload of  Transmission Elements, and no timely  solution is obtainable through SCED or CMPs

· When extreme cold weather is beginning to have an adverse impact on the System
· When extreme hot weather is beginning to have an adverse impact on the System
· When Hurricane / Tropical Storm is in the ERCOT Region and is beginning to have an adverse impact on the System

	Operating Condition Script

	Hotline
	Communications must specify the severity of the situation, the area affected, the areas potentially affected, and the anticipated duration of the Emergency Condition.

Notify QSEs:

Q#46 - Typical Hotline Script for Operating Condition [OCN/Advisory/Watch/Emergency]


	Post
	· All notices must be posted on the ERCOT Website.

· For “free form” messages, the “Notice Priority” will be specified as follows:

· Operational Information/OCN type messages – low priority

· Advisory/Watch type messages – medium priority

· Emergency type messages – high priority

	Hotline Cancellation
	Q#47 - Typical Hotline Script to Cancel Operating Condition [OCN/Advisory/Watch/Emergency]


	Log
	Log all actions.

	Specific Scripts for Transmission Operator [State Estimator/RTCA/VSAT]

	NOTE
	At times, the Transmission operator takes the lead on the issuance of Hotline calls for specific procedures they have.  The following scripts are to help guide you when specific procedures don’t exist for the Real-Time operator.

	State

Estimator/

RTCA

Not Solved

In 30 MIN
	Q#48 - Typical Hotline Script for Advisory for State Estimator / RTCA not solved in 30 Min 

Q#49 - Typical Hotline Script to Cancel Advisory for State Estimator / RTCA now solving 



	VSAT 

Not Solved

In 30 MIN
	Q#50 - Typical Hotline Script for Advisory for VSAT not solved in 30 Min:
Q#51 - Typical Hotline Script  Cancel Advisory for VSAT now solving  



	Qualifying

Facility

Instructed to 

Operate below LSL
	Q#52 - Typical Hotline Script for Emergency Notice for instructing Qualifying Facility  to operate offline/below LSL
Q#53 - Typical Hotline Script to Cancel Emergency Notice for Qualifying Facility to operate offline/below LSL 


	New

GTC
	Q#54 - Typical Hotline Script for OCN for a new Generic Transmission Constraint

	Transmission

Watch
	Q#55 - Typical Hotline Script for Transmission Watch for Post-Contingency Overload 

Q#56 - Typical Hotline Script Cancel Transmission Watch for Post-Contingency Overload 

Q#104 - Typical Hotline Script for Transmission Watch for the Rio Grande Valley Import

Q#105 - Typical Hotline Script Cancel Transmission Watch for the Rio Grande Valley Import

	Transmission Emergency
	Q#71 Transmission Emergency for the Rio Grande Valley or Laredo Area:




5.2
Notifications for Diminishing Reserves

Procedure Purpose:  Monitor the Physical Responsive Capability (PRC) for the purpose of providing advance notice of diminishing Responsive Reserve.  Steps within this procedure are intended to keep ERCOT from progressing into EEA.
	Protocol Reference
	3.17.3(2)
	6.5.7.6.2.3
	6.5.9.4.1
	

	Guide Reference
	4.5.3.1(d)
	4.5.3.1(e)
	
	

	NERC Standard
	EOP-011-1

R2, R2.1, R2.2, R2.2.3, R2.2.3.1
	
	
	


	Version: 1 
	Revision: 15
	Effective Date:  July 12, 2021


	Step
	Action

	NOTE
	· ERCOT, at Management’s discretion, may issue an appeal through the Public News Media for voluntary energy conservation at any time. 

	Advisory

	Issue

Advisory
	IF:

· PRC < 3000 MW;

THEN:

· Using the Hotline, issue an Advisory, AND

·  Instruct the Resource Operator to post a message on the ERCOT Website.

Q#1 - Typical Hotline Script for Advisory for PRC <3000 MW 

	Cancel

Advisory
	WHEN:

· PRC > 3000 MW;

THEN:

· Using the Hotline, cancel the  Advisory, AND

· Instruct the Resource Desk Operator to cancel the ERCOT Website message.

Q#2 - Typical Hotline Script to Cancel Advisory for PRC <3000 MW

	Log
	Log all actions.

	Watch

	Issue

Watch
	IF:

· PRC < 2500 MW,

THEN:

· Using the Hotline, issue a Watch, 

· Instruct the Resource Desk Operator to deploy Off-Line Non-Spin, if not already deployed, AND

· Post a message on the ERCOT Website.

Q#3 - Typical Hotline Script for Watch for PRC <2500 MW 

	Cancel

Watch
	WHEN:

· PRC > 2800 MW;

THEN:

· Using the Hotline, cancel the Watch, 
· 
· Cancel the ERCOT Website posting.

Q#4 - Typical Hotline Script  Cancel Watch for PRC < 2500 MW

	Log
	Log all actions.


5.4
Restore EEA Levels

Procedure Purpose:  To restore the ERCOT grid to normal state as system conditions warrant while recovering from an EEA event.

	Protocol Reference
	6.5.9.4
	6.5.9.4.1
	6.5.9.4.3
	

	Guide Reference
	4.5.3.5
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 21
	Effective Date:  July 12, 2021


	Step
	Action

	NOTE
	XML messages and Hotline calls are required for all recalls of Load Resources and ERS Resources

	Restore Firm Load

	RESERVES
	1430 MW of PRC must be restored within 90 minutes.

	1
	IF:

· Sufficient Regulation Service exists to control to 60 Hz, AND
· PRC – Regulation Up Responsibility is ≥ 1430 MW for the last 15 minutes;

THEN:

· Using the Hotline, notify all QSEs of firm load restoration.

Q#13 - Typical Hotline Script for Restoring Firm Load 


	Move From EEA Level 3 to EEA Level 2

	1
	IF:

· Sufficient Regulation Service exists to control to 60 Hz, AND
· PRC is ≥ 1750 MW, AND

· All firm load has been instructed to be restored;

THEN:

· Using the Hotline, notify all QSEs of the reduction from EEA 3 to EEA 2

· Coordinate with the Resource Desk and recall Load Resources 

Q#14 - Typical Hotline Script for EEA3 to EEA2, recall Load Resources 


	Log
	Log all actions.

	NOTE
	Once Load Resources are recalled, they have 3 hours to return to service.

	Move From EEA Level 2 to EEA Level 1

	1
	· IF:

· The system can maintain PRC ≥ 2300 MW, AND
· All Load Resources have been instructed to be restored;

THEN:

· Using the Hotline, notify all QSEs of the reduction from EEA 2 to EEA 1

· Coordinate with the Resource Desk and recall the 10 MIN and/or 30 MIN, including the weather-sensitive ERS Resources.
Q#15 - Typical Hotline Script for EEA2 to EEA1 recall ERS  


	NOTE
	Once ERS Resources are recalled, they have 10 hours to return to service.

	Move From EEA Level 1 to EEA 0

	1
	IF:

· The system can maintain PRC ≥ 2300 MW, AND
· All RUC committed units secured in EEA 1 can be released, AND
· Emergency energy from the DC Ties is no longer needed; 
THEN:

· Uncheck the EEA flag in EMS and make inactive,  

· Using the hotline, notify all QSEs of the termination of EEA.

Q#16 - Typical Hotline Script for Terminate EEA 


	Cancel Watch

	1
	WHEN:

· PRC is ≥ 2800 MW, AND
· Verify Activate Manual Responsive Reserve box is unchecked,
· ;
THEN:

· Cancel Watch
Q#17 - Typical Hotline Script to Cancel Watch for PRC < 2500 MW
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Added new step to Maintain System Frequency and updated Response to High Frequency & Response to Low Frequency

Updated steps 2, 3, 5 in SCED Failure; steps 2, 3, 4, 6 in RLC Failure; steps 1, 3 in LFC (AGC) Failure; steps 2, 5 in EMS (LFC and RLC/SCED) Failure

Updated NERC Recovery Criteria, step 1 & 4

Updated 1st script

Updated step 1 in Watch and Emergency Notice and step Post

Updated 1st and 2nd script in Restore Firm Load, Updated 1st in Move From EEA Level 3 to EEA Level 2B

Updated step 3
	April 22, 2011

	3.3

5.1

5.3

5.4

6.1

6.2

6.3

6.4
	1.0 / 5

1.0 / 5

1.0 / 3

1.0 / 4

1.0 / 2

1.0 / 0

1.0 / 2

1.0 / 2
	Updated step NERC Recovery Criteria

Updated all step 1’s

Updated step 1 in Implement EEA Level 1, step 1 in Implement EEA Level 2A, added note and updated step 2 in Implement EEA Level 2B, step 1 in Implement EEA Level 3

Updated all step 1’s

Updated all steps 

Added new procedure

Updated section number and all steps

Updated section number and all steps
	June 8, 2011

	2.6

3.1

5.1

5.2

5.3

5.4

8.1


	1.0 / 3

1.0 / 5

1.0 / 6

1.0 / 4

1.0 / 4

1.0 / 5

1.0 / 1


	Added step If EBPs are needed”, updated step IF EBPs are needed and W-N was Active before site failover started

Added step Hydro, updated step Frequency Deviations 

Updated step Watch

Updated all steps 

Updated 1st note, step 1 in EEA level 1 & 2A

Updated step 1 in Move for EEA level 1 to 0

Added Market Participant Backup Control Center Transfer procedure
	July 20, 2011

	3.1

3.2

3.4

4.1

6.4

6.5
	1.0 / 6

1.0 / 6

1.0 / 4

1.0 / 4

1.0 / 0

1.0 / 3
	Updated step Monitor, 15 minutes, 20 minutes and 25 minutes in Response to High Frequency 

Updated step 2 in LFC Failure, step 4 & 5in EMS Failure

Updated step Capacity Surplus

Updated step 2 in Workflow Controller Messages

Added new procedure “Extreme Hot Weather”

Changed section number
	August 3, 2011

	2.7

3.1

5.1

5.2

5.3

5.4

6.4

7.1
	1.0 / 1

1.0/ 7

1.0 / 7

1.0 / 5

1.0 / 5

1.0 / 6

1.0 / 1

1.0 / 1
	Updated step Hotline Call

Updated NERC Standard reference table

Added projected reserve capacity shortage and Extreme Hot Weather in Watch

Updated step 1 in Advisory & Watch

Updated 2nd Note, step 1 in Implement EEA 1, step Media Appeal & 1 in Implement EEA 2A, 1st Note & step 2 in Implement EEA 2B

Added Note to Move From EEA 3 to EEA 2B and Move From EEA 2A to EEA 1

Updated temperature from 102 to 103

Updated 4th note and step 1
	September 1, 2011

	3.2

5.3

5.4
	1.0 / 7

1.0 / 6

1.0 / 7
	Updated SCED Failure step 2 and 3, RLC Failure step 3 and LFC (AGC) Failure step 3

Combined EEA 2A & B per NPRR 379

Combined EEA 2 A & B per NPRR 379
	October 1, 2011

	3.2
	1.0 / 8
	Updated script for LFC and EMS Failure
	November 1, 2011

	2.4

2.6

4.1

5.1

6.3


	1.0 / 1

1.0 / 4

1.0 / 5

1.0 / 8

1.0 / 3


	Added step Review, Updated “Site Failover with W-N Active”

Added Note to Large Resource Trips or Runbacks

Updated Post in “Scripts” Updated “OCN” and “Advisory” 

All procedures in this manual have been reviewed.
	December 15, 2011

	1.2

3.1

4.1

8.1


	1.0 / 1

1.0 / 7

1.0 / 6

1.0 / 2


	Updated Scope

Updated Response to High Frequency & Response to Low Frequency

Updated Large Resource Trips or Runbacks, Quick Start Generation Resource

Updated Market Participant Backup Control Center Transfer 
	January 19, 2012

	2.1

3.1

5.1

5.3

7.1

8.1


	1.0 / 1

1.0 / 8

1.0 / 7

1.0 / 9

1.0 / 7

1.0 / 2

1.0 / 3


	Updated paragraph 4

Updated BAAL

Updated Desktop Guide reference & step QSE Override & QSE unable to Override

Updated step 1 in Watch

Updated Step 1 in Implement EEA Level 1

Updated Desktop Guide references

Changed title names, updated steps 1 & 3 & step Power System Stabilizers (PSS) & Automatic Voltage Regulators (AVR)
	March 1, 2012

	2.1

3.1

3.2

3.3

3.5

4.1

5.1

6.2

6.3

6.4

8.1


	1.0 / 2

1.0 / 9

1.0 / 9

1.0 / 6

1.0 / 2

1.0 / 8

1.0 / 10

1.0 / 4

1.0 / 2

1.0 / 4

1.0 / 4


	Changed TSO, DSP to TO

Changed Shift Engineer to Operations Support Engineer, removed Automatic SCED Runs & Hydro Generation in Fast Response Mode, updated Note, Monitor/Deploy, 15 minutes, 20 minutes in Response to Low Frequency 

Updated step 2, 4 & 5, added SCED Data Input Failure, updated RLC Failure, LFC Failure, & EMMS Failure sections

Updated Nerc Recovery Criteria step & step 3

Updated Requirements and Notes

Changed Shift Engineer to Operations Support Engineer, deleted Large Resource Trips or Runbacks section

Updated OCN, Advisory, Watch, Emergency Notice sections

Deleted Cold Weather, replaced with Extreme Cold Weather

Section changed to Extreme Hot Weather, added OCN and Emergency Notice steps

Section number changed

Changed Shift Engineer to Operations Support Engineer
	May 1, 2012

	3.1

3.4

5.2
	1.0 / 10

1.0 / 5

1.0 / 6
	Added back step Hydro Generation Operating in Synchronous Condenser Fast Response Mode

Updated to reflect changes in the TAC approved Non-Spin document

Updated to reflect changes in the TAC approved Non-Spin document
	May 14, 2012

	2.6

5.3

5.4

6.3
	1.0 / 5

1.0 / 8

1.0 / 8

1.0 / 3
	Updated Site Failover step

Updated EILS to ERS per NPRR 451

Updated EILS to ERS per NPRR 451

Updated EILS to ERS per NPRR 451
	June 1, 2012

	1.3

2.6

5.1

5.3

5.4

6.2

6.3

7.1
	1.0 / 1

1.0 / 6

1.0 / 11

1.0 / 9

1.0 / 9

1.0 / 5

1.0 / 4

1.0 / 3
	Removed ERCOT Shift Supervisor paragraph

Updated all steps

Updated all step 1’s

Updated 2nd note, added TCEQ, & XML for ERS

Clarified LR and ERS recalls

Updated script for Emergency Notice

Updated script for Emergency Notice

Updated 4th note
	July 16, 2012

	2.6

3.1

4.1

5.3


	1.0 / 7

1.0 / 11

1.0 / 9

1.0 / 10


	Added note to step Database Load

Updated Frequency Deviations and Monitor Frequency for the Loss of EMS or Site Failover

Incorporated NPRR348

Added 30 MIN ERS and updated steps 1, 2 & 3 on Implement EEA Level 1
	August 29, 2012

	2.2

2.5

3.5

4.1

5.3


	1.0 / 1

1.0 / 3

1.0 / 3

1.0 / 10

1.0 / 11


	Added Hotline Call Communication 

Updated step 3

Updated per NOGRR100

Added Note to Shut-down/Start-up Process and new Combine Cycle Generation Resources section

Updated ERS scripts

All procedures in this manual have been reviewed.
	November 1, 2012

	2.5

3.1

3.2

3.3

3.4

3.5

3.6

3.7

5.4


	1.0 / 4

1.0 / 12

1.0 / 0

1.0 / 10

1.0 / 7

1.0 / 6

1.0 / 4

1.0 / 2

1.0 / 10


	Updated step 3

Updated BAAL 

New procedure, Monitor Large Ramp Events

Updated section # & SCED failure step 2

Updated section #

Updated section #

Updated section #

Updated section #

Updated Cancel Watch

All procedures in this manual have been reviewed.
	March 1, 2013

	2.6

2.7

3.1

3.2
3.3

3.4

3.7

4.1

5.1

5.2

5.3

5.4

5.5

6.1

6.2

6.3

6.4
	1.0 / 8

1.0 / 2

1.0 / 13

1.0 / 1

1.0 / 11

1.0 / 8

1.0 / 3

1.0 / 11

1.0 / 12

1.0 / 8

1.0 / 12

1.0 / 11

1.0 / 3

1.0 / 3

1.0 / 6

1.0 / 5

1.0 /5
	Updated scripts

Updated scripts

Updated Monitor Frequency for the Loss of EMS or Site Failover & Actions when Frequency Telemetry is Incorrect 

Updated scripts

Updated scripts

Updated script

Updated scripts

Added QSGR Decommitment step to QSGR

Added Generic and Specific scripts

Updated Note and scripts

Updated TCEQ section and scripts

Updated scripts

Updated scripts

Updated scripts

Updated scripts

Updated scripts

Correct spelling and updated script
	June 1, 2013

	2.6

3.1

3.2

3.8

5.1

5.3

5.4
	1.0 / 9

1.0 / 14

1.0 / 2

1.0 / 0

1.0 / 13

1.0 / 13

1.0 / 12
	Changed title name & updated step EMS Changes & added MMS Changes

Updated steps Base Point Deviation & 10 Minutes 

Updated 1st note

Moved procedures from Resource desk 

Updated step 1 in Watch & Emergency Notice

Updated step Pilot Project WS ERS

Updated step Reserves
	July 15, 2013

	2.6

3.2

3.8

4.1
	1.0 / 10

1.0 / 3

1.0 / 1

1.0 / 12
	Updated MMS Changes

Updated 1st Note

Updated Unit & Load RRS Shortage & Not Dispatchable to SCED

Updated Shutdown/Startup
	August 9, 2013

	3.8


	1.0 / 2


	Updated Unit RRS Shortage, Load RRS Shortage, REG Shortage, & added Real-Time Non-Spin Shortage
	September 27, 2013

	2.4

3.1

3.2

3.3

3.4

3.5

3.7

4.1

5.1

5.2

5.3

5.4

5.5

6.1

6.2

6.3

6.4

7.1

8.1


	1.0 / 2

1.0 / 15

1.0 / 4

1.0 / 12

1.0 / 9

1.0 / 7

1.0 / 4

1.0 / 13

1.0 / 14

1.0 / 9

1.0 / 14

1.0 / 13

1.0 / 4

1.0 / 4

1.0 / 7

1.0 / 6

1.0 / 6

1.0 / 4

1.0 / 5


	Updated step Log

Updated step Frequency Deviations & step Log

Updated step Log

Updated step Log

Updated step Log

Added step RMR & updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated note and step Log

Updated step Log

Added & updated step Log

All procedures in this manual have been reviewed
	December 13, 2013

	2.6

3.3

5.1


	1.0 / 11

1.0 / 13

1.0 / 15


	Updated for NPRR542

Updated for NPRR542

Updated for NPRR542, deleted West to North GTL and updated procedure for North to Houston to a new GTL
	January 1, 2014

	2.6

3.1

3.3

3.5

3.6

4.1

5.3

5.4

6.4

8.1


	1.0 / 12 1.0 / 16

1.0 / 14

1.0 / 8

1.0 / 5

1.0 / 14

1.0 / 15

1.0 / 14

1.0 / 7

1.0 / 6


	Updated Site Failover Complete

Updated VDI information, step Monitor/Deploy & step 10 Minutes in Response to Low Frequency

Updated VDI information

Updated VDI information

Updated step Terminating Time Error Correction

Updated VDI information

Updated ERS, Media appeal, TCEQ and VDI information

Updated steps Reserves and 1 in Restore firm load and step 2 in Move From EEA Level 2 to EEA Level 1  

Updated Note

Updated Requests to Decommit Self-committed Resource in Operating Period
	April 4, 2014

	2.2

3.1

3.3

4.1

5.1

5.2

6.2

6.3
	1.0 / 2

1.0 / 17

1.0 / 15

1.0 / 15

1.0 / 16

1.0 / 10

1.0 / 8

1.0 / 7
	Added VDIs to Master QSEs

Updated step BAAL

Updated SCED Failure & SCED Data Input Failure steps

Updated QSGR in Quick Start Generation Resource

Added Note, updated Market Notices Advisory & Watch

Updated Watch steps

Updated Emergency Notice step

Updated Emergency Notice step
	June 1, 2014

	3.5

5.3
	1.0 /9

1.0 / 16
	Updated Deploying Non-Spin, added HASL Release & Recall

Added Media Appeal
	August 1, 2014

	4.1

5.1

5.3
	1.0 / 16

1.0 / 17

1.0 / 17
	Updated Reference section step 2

Updated Generic Script

Added HASL Release step
	October 1, 2014

	2.3

2.4

2.6

3.3

3.5

5.1

5.3


	1.0 / 1

1.0 / 3

1.0 / 13

1.0 / 16

1.0 / 10

1.0 / 18

1.0 / 18


	Updated all steps

Updated step Send E-mail

Deleted Site Failover with W-N Active & updated step If EBPs are Needed 

Updated 1st note & updated scripts

Added new procedure, “Valley Generation”

Updated GMD scripts

Updated scripts to consolidate

All procedures in this manual have been reviewed
	December 15, 2014

	6.2
	1.0 / 9
	Updated Note and scripts
	December 22, 2014

	2.2

3.1

3.2

3.5

3.9

6.2
	1.0 / 3

1.0 / 18

1.0 / 5

1.0 / 11

1.0 / 0

1.0 / 10
	Added Dispatch and VDI definitions

Updated Objective and BAAL Updated procedure

Updated step 1 and added Log on Valley Generation

Added new procedure for NOGRR136

Updated scripts
	March 1, 2015

	3.1

3.3

3.5

3.10

4.1

5.1
	1.0 / 19

1.0 / 17

1.0 / 12

1.0 / 0

1.0 / 17

1.0 / 19
	Clarification to step Frequency Deviation & Hydro Operating in Synch. Condenser Mode 

Updated Dispatch Instruction scripts

Clarification to step HASL Release Manually Deploy RRS

New GMD procedure

Updated Dispatch Instruction scripts

Deleted script for GMD
	March 30, 2015

	2.6

2.7

3.2

3.3

3.4

3.63.7

3.10

5.1

5.2

5.3

5.4

5.5

6.1

6.2

6.3

6.4
	1.0 / 14

1.0 / 3

1.0 / 6

1.0 / 18

1.0 / 10

1.0 / 6

1.0 / 5

1.0 / 1

1.0 / 20

1.0 / 11

1.0 / 19

1.0 / 15

1.0 / 5

1.0 / 5

1.0 / 11

1.0 / 8

1.0 / 8
	Moved scripts to new script procedure

Moved scripts to new script procedure

Updated 1st note and moved scripts to new script procedure

Updated step 2 on SCED Data Input Failure & moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure

Updated 4th bullet on Emergency Notice & moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure
	May 1, 2015

	All Sections

2.6

3.5

3.9

3.10 

5.1

5.2

6.3
	1.0 / 1

1.0 / 15

1.0 / 13

1.0 / 1

1.0 / 2 

1.0 / 21

1.0 / 12

1.0 / 9
	Added a “Q” for numbered QSE scripts

Renamed section to Site Failovers and Database Loads

Updated link for Monitor in the Valley Generation 

Updated 1st Note

Updated Procedure Purpose and removed script 

Updated Specific Scripts, New GTC 

Updated Q#1, Q#2, Q#3, & Q#4 Script titles

Removed Watch script 
	July 15, 2015

	2.6

3.2

3.3

3.4

3.6

3.7

3.9

3.10

5.1

5.2

5.3

5.4

5.5

6.1

6.2

6.3

6.4
	1.0 / 16

1.0 / 7

1.0 / 19

1.0 / 11

1.0 / 7

1.0 / 6

1.0 /2

1.0 / 3

1.0 / 21

1.0 / 13

1.0 / 20

1.0 / 16

1.0 / 6

1.0 / 6

1.0 / 12

1.0 / 10

1.0 / 9
	Updated step MMS Changes Typical Script Q#19 Updated step Site Failover Q#20

Updated step Site Failover Complete Q#21

Updated Step If EBP’s are needed Q#22

Updated step Site Failover Complete If EBP’s were needed Q#23

Updated step 2 Q#26

Updated SCED Failure step 2 Q#27 & step 4 Q#28

Updated SCED Data Input Failure step 1 Q#29

Updated RLC Failure step 2 Q#30 & step 4 Q#31

Updated LFC (AGC) Failure step 1 Typical Script step 2 Q#32, step 4 Typical script & Q#33

Updated EMMS (LFC and RLC/SCED) Failure step 1 Typical Script, step 2 Q#34, step 5 Typical Script  & Q#35

Updated step 3 Q#36

Updated step Initiating Time Error Correction Q#37

Updated step Terminating Time Error Correction Q#38

Updated step Issue Watch and Deploy Non-Spin Q#39

Updated step Issue Emergency Notice & Deploy Load Resources Q#40

Updated step Recall Load Resources Q#41

Updated step Recall Non-Spin Q#42

Updated step Start CFC Test & End CFC Test Typical Scripts

Updated step 1 Q#43

Updated step K Level Increases/Decreases Q#44

Updated step Cancel Q#45

Updated Title Operating Condition Script

Updated step Hotline Q#46

Updated step Hotline Cancellation Q#47

Updated Title Specific Scripts for Transmission Operator [State Estimator/RTCA/VSAT]

Updated step State Estimator/RTCA Not Solved In 30 MIN Q#48 & Q#49

Updated step VSAT Not Solved In 30 MIN Q#50 & Q#51

Updated step Qualifying Facility Directed to Operate Below LSL Q#52 & Q#53

Updated step New GTC Q#54

Updated step Transmission Watch Q#55 & Q#56

Updated Advisory step Issue Advisory Q#1

Updated Advisory step Cancel Advisory Q#2

Updated Watch step Issue Watch Q#3

Updated Watch step Cancel Watch Q#4

First Note, Updated Implement EEA Level 1 step EEA 1 PRC <2300 Q#5 & Q#6

Updated Implement EEA Level 2 step ERS Resources Q#7

Updated Implement EEA Level 2 step Load Resources Q#8

Updated Implement EEA Level 2 step When ERS Business Hours Change Q#9

Updated Implement EEA Level 3 step When ERS Business Hours Change Q#12, and 

Implement NPRR708 for EEAUpdated Restore Firm Load step 1 Q#13

Updated Move From EEA Level 3 to EEA Level 2 step 1 Q#14

Updated Move From EEA Level 2 to EEA Level 1 step 1 Q#15

Updated Move From EEA Level 1 to EEA Level 0 step 1 Q#16

Updated Cancel Watch step 1 Q#17

Updated step Return to Normal QSE Notification Q#57

Updated step Emergency Notice Q#61

Updated step Emergency Notice Q#65

Updated step Emergency Notice Q#69

Updated step OCN/Advisory/Watch Q#70

All procedures in this manual have been reviewed
	December 31, 2015

	1.3

2.1

3.3

5.1


	1.0 / 2

1.0 / 3

1.0 / 20

1.0 / 22


	Removed Interchange Coordinator

Updated System Operator Responsibility and Authority

Updated SCED Failure Note

Corrected spelling Qualifying Facility Directed to Operate below LSL Q#52
	March 1, 2016

	2.4

3.1

3.2

4.1
	1.0 / 4

1.0 / 20

1.0 / 8

1.0 / 18
	Added 2nd Send E-Mail

Updated Frequency bias and BAAL step

Updated Down Ramp Event step 2

Updated QSGR Qualification Test
	April 29, 2016

	2.1

2.2

3.1

3.3

3.5

3.9

4.1

5.1

5.5
	1.0 / 4

1.0 / 4

1.0 / 21

1.0 / 21

1.0 / 14

1.0 / 3

1.0 / 19

1.0 / 23

1.0 / 7
	Updated for COM-002-4

Updated for COM-002-4

Updated for BAL-001-2 and COM-002-4

Updated for COM-002-4

Updated Deploying Non-Spin step

Updated for COM-002-4

Updated for COM-002-4

Updated for COM-002-4

Updated for COM-002-4
	June 30, 2016

	5.3
	1.0 / 21
	Changed Business Hour to Time Period
	July 15, 2016

	2.2

3.3


	1.0 / 5

1.0 / 22


	Added Hotline Call Communication Note

Added SCED Failure Frequency Guidelines

Updated LFC Failure Step 2 Q#32 Script Title

Updated LFC Failure Step 4 Q#33 Script Title

Updated EMMS Failure step 2 Q#34 Script Title

Updated EMMS Failure step 5 Q#35 Script Title
	September 30, 2016

	3.5

5.1


	1.0 / 15

1.0 / 24


	Updated Valley Generation step 1

Added  Specific Scripts for Transmission Operator step Transmission Emergency script Q#71
	November 2, 2016

	4.1


	1.0 / 20


	 Added Real-Time Data Issues known by the QSE

All procedures in this manual have been reviewed
	December 30, 2016

	1.3

2.1

2.5

2.6

2.7

3.2

3.10

5.1

5.3

5.5

6.1

6.2

6.3

8.1
	1.0 / 3

1.0 / 5

1.0 / 5

1.0 / 17

1.0 / 4

1.0 / 9

1.0 / 4

1.0 / 25

1.0 / 22

1.0 / 8

1.0 / 7

1.0 / 13

1.0 / 11

1.0 / 7
	Updated Roles/Responsibilities section

Updated for IRO-001-4

Updated categories to show RAS

Updated procedure purpose 

Updated procedure purpose

Deleted ELRAS and held location open

Updated procedure purpose

Updated title and all 1st steps

Removed step WS ERS

Added Implement EEA Level 3 step EEA3 PRC <1000 MW

Updated first note

Updated procedure purpose

Updated procedure purpose

Updated procedure purpose

Updated procedure purpose
	March 31, 2017

	3.1
	1.0 / 22
	Updated Frequency bias
	April 4, 2017

	3.3

5.1
	1.0 / 23

1.0 / 26
	Added section on ICCP Outages

Updated Transmission Watch
	April 6, 2017

	3.1

3.5


	1.0 / 23

1.0 / 16


	Updated Response to Low Frequency step Monitor/Deploy

Updated Insufficient Generation step Deploying Non-Spin
	June 1, 2017

	3.1

5.3


	1.0 / 24

1.0 / 23


	Updated Response to Low Frequency step 25 Minutes

Updated 1st note, step EEA Level 2 and EEA Level 3
	June 30, 2017

	2.4

3.1

5.3
	1.0 / 5

1.0 / 25

1.0 / 24
	Updated steps

Added note Response to Low Frequency

Updated step 20 Minutes and added scripts

Added note Implement EEA Level 2 and Level 3
	July 28, 2017

	3.1

3.3


	1.0 / 26

1.0 / 24


	Updated Response to Low Frequency step 10 Minutes

Updated LFC (AGC) Failure steps 1 & 3

Updated EMMS (LFC and RLC/SCED) Failure steps 1,3, &4
	September 29, 2017

	3.9
	1.0 / 4
	Updated note
	October 31, 2017

	2.4

3.4

7.1
	1.0 / 6

1.0 / 12

1.0 / 5
	All procedures in this manual have been reviewed

Updated steps

Updated procedure for BAL-002-2

Updated Primary Control Center 4th note
	December 28, 2017

	3.3

3.5

3.9
	1.0 / 25

1.0 / 17

1.0 / 5
	Updated ICCP Ouages to include MIS and outage scheduler

Added Note

Updated Start CFC Test & End CFC Test
	February 28, 2018

	3.1
	1.0 / 27
	Updated Maintain System Frequency step Objective
	April 5, 2018

	2.2

2.7

3.3

3.9
	1.0 / 6

1.0 / 5

1.0 / 26

1.0 / 6
	Updated procedure purpose

Updated steps

Updated steps LFC (AGC) Failure and EMMS (LFC and RLC/SCED) 

Updated steps
	May 1, 2018

	3.1

3.3

3.9

5.3
	1.0 / 28

1.0 / 27

1.0 / 7

1.0 / 25
	Updated Response to High Frequency & Response to Low Frequency steps Monitor

Updated SCED Failure step3

Updated SCED Data Input Failure step 2

Updated RLC Failure step NOTE and step 3

Updated LFC (AGC) Failure NOTE, step 1 & 5 Added step 4.  Moved step 4 to step 5 

Updated EMMS (LFC and RLC/SCED) Failure step 1, 3, & 5

Updated Note

Added Implement EEA Level 3 step
	August 31, 2018

	3.1

5.1
	1.0 / 29

1.0 / 27
	Updated Monitor Frequency for the Loss of EMS or Site Failover

Updated for NPRR 825
	October 1, 2018

	3.3

5.3


	1.0 / 28

1.0 / 26


	Added STATE ESTIMATOR (SE)/Real-Time Contingency Analysis (RTCA)

Deleted duplicate Log step

All procedures in this manual have been reviewed
	December 28, 2018

	2.4
	1.0 / 7
	Updated steps
	January 31, 2019

	3.1
	1.0 / 30
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