	ERCOT Operating Procedure Manual

	Shift Supervisor Desk



Power Operations Bulletin # 974
ERCOT has posted/revised the Shift Supervisor Desk manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
3.4
SSRG Conference Calls

Procedure Purpose: To communicate information concerning disturbances or unusual occurrences to appropriate parties in the ERCOT Region by making a SSRG conference call.
	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 12
	Effective Date:  April 1, 2021


	Step
	Action

	NOTE
	The SSRG conference call will be used to inform the SSRG members of suspected sabotage or sabotage events, including multi-site sabotage events affecting larger portions of the Interconnection.  The SSRG conference call will also be used for the following:

· When the Threat Alert Level has increased,

· To disseminate information and develop plans related to system emergencies and business continuity threats, 

· To conduct quarterly tests with the minimum objective of reviewing and updating the contact list (test to be conducted in February, May, August and November); AND

· For any other events as warranted by the Director Control Room Operations and/or Designee

Refer to Hotline and email scripts below for notifications.

	Threat & Emergency Classifications
	Threats and emergencies can be classified as, but are not limited to, the following four SSRG event-types:

1.   Internal to ERCOT ISO: 

Physical Security: 


Verifiable attacks or sabotage, or threats of attacks or sabotage that 
could jeopardize the operation of physical equipment within the 
electrical boundaries of the ERCOT grid that have a direct effect on the 
reliability of the ERCOT grid.  This could be, but is not limited to, 
generation equipment, transmission equipment, and communication 
equipment.


b. Cyber Security:


Verifiable loss of control of the ERCOT EMS or MMS that is 
identified by GMS Support as an actual or probable act of 
sabotage or the loss of control by any TOs or QSEs EMS Systems that is reported to ERCOT as an act of sabotage.
2.   External to ERCOT ISO:

      a. Physical Security:

Verifiable attacks or sabotage, or threats of attacks or sabotage that          could jeopardize the operation of physical equipment in any electrical sector outside of the boundaries of ERCOT.

b. Cyber Security:


Verifiable loss of control over the EMS System of any participant in 
the electrical sector outside of the boundaries of ERCOT that is 
identified as an actual or probable act of sabotage.

3.   Pandemic 

4.   Other unforeseen business continuity events (not to include grid instability)

	QSE Notification
	Using the Hotline, notify the QSEs of the SSRG conference call:

Typical Hotline Script:
“This is [first and last name] at ERCOT. There will be an SSRG conference call today at [time] Central Prevailing Time. The topic will be [quarterly test call, physical security, cyber security, pandemic or other topic]. Please notify your SSRG representative. The conference call number is 1-866-642-1665.  Participants pass code is [code].  Any questions? Thank you.”

	TO Notification
	Using the Hotline, notify the TOs of the SSRG conference call:

Typical Hotline Script:
“This is [first and last name] at ERCOT. There will be an SSRG conference call today at [time] Central Prevailing Time. The topic will be [quarterly test call, physical security, cyber security, pandemic or other topic]. Please notify your SSRG representative. The conference call number is 1-866-642-1665.  Participants pass code is [code]. Any questions?  Thank you.”

	Send

E-mail
	Send an e-mail to “1 SSRG” to make notification of the SSRG conference call.

Typical Subject line for e-mail:
SSRG conference call

Typical Script for e-mail:
An SSRG conference call has been scheduled for today at [time] Central Prevailing Time (CPT).  The topic will be [quarterly test call, physical security, cyber security, pandemic or other topic].  The conference call number is 1-866-642-1665.  Participant pass code is [code].  Participation is mandatory.

Include signature on email.

	Log
	Log all actions.


4.1
Resource Testing and In-Service Approvals

Procedure Purpose: This procedure provides direction and guidelines for conducting various testing and approval processes for resources and transmission elements. 
	Protocol Reference
	3.3.1
	6.5.7.8(1)
	8.5.1.1
	8.5.1.2

	Guide Reference
	3.3.2.2
	
	
	

	NERC Standard
	
	
	
	


	Version:  1
	Revision: 16
	Effective Date:  April 1, 2021

	
	
	
	

	Step
	Action

	Unit Testing

	NOTE
	QSEs will submit test requests to shiftsupv@ercot.com.  If e-mail is down, a fax will be accepted at (512) 248-6858. Test request forms are located on the ERCOT website under ‘Operating Procedures’.

	1
	As requests for unit tests are received, make every reasonable effort to accommodate testing.

Reasons for not accommodating testing:

· Unit has best shift factor to manage congestion for an outage.  Without unit, contingency may reach max shadow price and become unsolvable,

· The request exceeds 7 days,

· A pattern of repeated requests for the same unit(s) indicate that abuse of the testing privilege may be taking place.  If any request is refused for this reason, notify the Director Control Room Operations and/or Designee.

	CAUTION
	If deployment of the testing unit is necessary to maintain system security, instruct the test be canceled and deploy as needed. 

	NOTE
	The tests mentioned below are not an exhausted list, they are tests that required coordination with other ERCOT departments.

	OK to Test
	If the testing can be accommodated, RESPOND via e-mail or fax to the requesting party similar to the following:

“ERCOT approves.
ERCOT intends to make system adjustments to accommodate this testing to the extent possible consistent with system security.

This intent is NOT a guarantee of accommodation”.

___________________     

     (Shift Supervisor)                

	Not OK 

to Test
	IF the request cannot be accommodated, RESPOND via e-mail or fax to the requesting party similar to the following:

“ERCOT cannot accommodate the request for the following reason(s) :     <List reasons>”.

__________________    

     (Shift Supervisor)            

	Approved Resources to be ONTEST

	Approval


	· As Resource tests are approved, update “Approved Unit Tests” spreadsheet located on the System Operations SharePoint.

· All operators will be able to view the list to determine which resources are approved to use the status of ONTEST. 

	In Service Approval (or Approval to Energize)

	1
	IF:

· A TO or QSE makes a request to energize new or relocated equipment;

THEN:

· Review notification provided by Operations Support Engineering,

· Approve the request if notification has been provided;

IF:

· The equipment has not been approved by Operations Support Engineering,

 THEN: 

· Delay the request and notify Operations Support Engineer.

	Ancillary Service Testing Coordination

	1
	Ancillary Service Qualification Testing will be done in coordination with Operations Analysis and GMS Support.

IF:

· A QSE requests an Ancillary Service Qualification Test;

VERIFY:

· A Wholesale Account Manager is in the notification or instruct the QSE representative to notify their Wholesale Account Manager to start the process.

	2
	The coordination of the testing times will be between System Operations, Operations Analysis and GMS Support. 

When contacted by Operations Analysis: 

· Wholesale Account Manager will notify QSE of scheduled test,

· Ensure reliable conditions exist at all times.

	Log
	Log all actions.

	Coordinated Reactive Tests

	NOTE
	The Resource Entity requesting to perform a Coordinated Test will provide ERCOT Operations and the TO with notice of the proposed test date before 1500 on the day prior to the day of the test.   Requests shall be made between 0800 and 1700 on Business Days. Upon receipt of a request for test, ERCOT Operations and the TO will evaluate the expected conditions and determine whether ERCOT System conditions are conducive to a valid test can be created through coordinated network switching, modification of the generation reactive dispatch of nearby Generation Resources, or by some other means.  Having established that suitable ERCOT System conditions exist or can be created, ERCOT Operations, and the TO shall confirm with the Resource Entity and the QSE the agreed upon test time and date or a rejection of the test time and date before 1700 on the day prior to the day of the test.

	1
	Coordinated Reactive Tests will be done in coordination with System Operations, Resource Integration Department, the Transmission Operator (TO), and the Qualified Scheduling Entity (QSE).  

WHEN:

· A QSE makes a request for a Coordinate Reactive Test;

VERIFY:

· Date/Time of Testing

· MVAR Leading and/or Lagging expected during the test

· CURL/D-Curve is attached

· Estimated MW output 

If all information is included in the test request, proceed to step 2.  If not, reply to e-mail from QSE and request the missing information.



	2
	The coordination of the testing times will be between System Operations, Resource Integration Department and the Transmission Operator (TO). 

WHEN: 

· All information above is received;

 VERIFY:
· TO has approved the test,

· TO can approve verbally on a recorded line or by email

Once the TO has approved and all information is accurate, approve the QSE test request.  Include for following in the approval: 

· Resource Integration Department

· Shift Supervisors

	OK to Test
	If the testing can be accommodated, RESPOND via e-mail to the requesting party similar to the following:

“ERCOT recognizes the need of <Company Name> to perform a Coordinated Reactive test with its unit <name> on <date and time>.
ERCOT intends to make system adjustments to accommodate this testing to the extent possible consistent with system security.

[TO] concurs with the test as long as real-time conditions allow for it.

This will require the Generator Operator to contact the local transmission company prior to test initiation.

This intent is NOT a guarantee of accommodation”.

___________________     

     (Shift Supervisor)                

	Not OK 

to Test
	If the request cannot be accommodated, RESPOND via e-mail to the requesting party similar to the following:

“ERCOT cannot accommodate the request of <Company Name>for a unit test on <date and time> for the following reason(s) :     <List reasons>”.

__________________    

     (Shift Supervisor)

	Approval
	· As Resource tests are approved, update “Approved Unit Tests” spreadsheet located on the System Operations SharePoint.

· All operators will be able to view the list to determine which resources are approved to be ONTEST.

	Log
	Log all actions.


5.5
Supervise Coordination with SPP, MISO and CENACE

Procedure Purpose:  To ensure proper notification and coordination takes place.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 13
	Effective Date:  April1, 2021


	Step
	Action

	NOTE
	The ERCOT ISO is only connected to another RC through asynchronous ties.  The coordination and communication that must take place with SPP, MISO and CENACE is outlined below.  It is the responsibility of the Shift Supervisor to ensure this coordination takes place.

· DC-Tie Tagging Activities

· EEA Levels

· Outages on DC-Ties

· BLT’s

· Switchable Generation

· ERCOT System Blackout

Communications with CENACE will be coordinated through AEP Corpus for the Laredo DC-Tie and ONCOR DC Tie Desk for the Railroad DC-Tie.

	DC-Ties
	Confirm that the DC Tie schedules and E-Tags were properly verified. Ensure that the “after-the-fact checkout” is performed each night and e-mailed to the appropriate entities as outlined in the DC-Tie Procedures.

	EEA
	ERCOT’s EEA status must be communicated to the SPP Reliability Coordinator (Turret phone button labeled SPP RC) as outlined in the DC-Tie procedures.  ERCOT may notify the SPP Reliability Coordinator (Turret phone button labeled SPP RC) and/or MISO Reliability Coordinator (Turret phone button labeled MISO RC) when there is an increased risk of entering into an EEA.  Refer to Switchable Generation Resource (SWGR) procedure below and the Reliability Unit Commitment (RUC) Desk Procedure SWGRs using EMR Status.

	Outages
	All planned and forced outages that affect the DC-Ties shall be coordinated with the Tie Operator(s) and SPP (if SPP DC-Ties affected).  A message must also be posted on the ERCOT Website using Notice Builder for planned outages on any commercial DC-Ties.  

	BLT
	Notify the SPP or MISO Reliability Coordinator when a BLT is initiated between ERCOT and SPP or MISO, as outlined in the Transmission & Security procedures.

	Switchable Generation Resource 

	NOTE
	Switchable Generation Resource (SWGR) can be connected to either the ERCOT grid or MISO or SPP.  ERCOT has coordination agreements with both SPP and MISO, if any entity enters or foresees entering into an emergency, the RC with the emergency can request help to mitigate the emergency.  This help will consist of requesting one or more SWGRs to switch into the grid with the emergency.  

	Primary System Operator / Secondary System Operator
	Primary System Operator is the System Operator to which the capacity of the SWGR is included for the purposes of supply adequacy/capacity planning.  The Secondary System Operator is the System Operator to which the capacity of the SWGR is not included for the purposes of supply adequacy/capacity planning.  The Primary System Operator may recall the SWGR in the event the Primary System Operator experiences an Emergency Condition.  The Secondary System Operator will release the SWGR as soon as possible, even if doing so would require controlled load shed.

	ERCOT Request Switch of SWGR
	IF:

· ERCOT notifies MISO or SPP to request one or more SWGRs be switched into ERCOT and MISO or SPP releases the SWGR to ERCOT;

THEN:

· Coordinate with the RC and the QSE for the SWGR to become available to the ERCOT Grid.
Typical Script to RC:

“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT declared [EEA 1 / anticipated Emergency Condition], ERCOT requests [specific SWGR] to be released for operations into ERCOT.  ERCOT anticipates the Emergency Condition to last approximately [time].”
[RC] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	ERCOT is the Controlling Party
	IF:

· MISO or SPP call to request one or more SWGR be switched into them;

THEN:

· Within one hour, determine that releasing the SWGRs does not cause an Adverse Reliability Impact for ERCOT.  

Typical Script for Adverse Reliability Impact for ERCOT:
“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT determined the release of [specific SWGR] would cause an [Adverse Reliability Impact] for ERCOT.  ERCOT denies the release of [specific SWGR] for operations into [RC region].”

[RC] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.
IF:

· No Adverse Reliability Impacts;

THEN:

· Notify the RC and the QSE for the SWGR that the SWGR is released to switch to the other RC Area for purposes of addressing an actual or anticipated emergency identified by the other RC.

Typical Script for release:
“ERCOT approves [specific SWGR] to be released for operations into [RC region].  ERCOT will notify the [specific SWGR] they are now under the operational control of the [RC region].”

[RC] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Primary Party Switch request / Recall
	IF:
· MISO or SPP calls to request the switch of one or more SWGR’s in which they are identified as the Primary Party.

· Or when the Primary Party  makes notification of an existing or anticipated Emergency Condition and recalls the SWGR’s;

THEN:
· The Secondary System Operator will release the SWGR as soon as possible, even if doing so would require controlled load shed. 
Typical Script for Release for ERCOT:
“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT will implement actions to manage transmission congestion and capacity without the [specific SWGR] and release the Primary System Operator SWGRs at [xx:xx].”

[RC] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.


5.8
Monitor Peaker Net Margin 

Procedure Purpose: Monitor Peaker Net Margin (PNM) and re-set System-Wide offer cap (SWCAP), if needed.  The PNM is calculated in dollars per MW on a cumulative basis for all past intervals in the annual resource adequacy cycle.

	Protocol Reference
	4.4.11.1
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 3
	Effective Date:  April 1, 2021


	Step
	Action

	1
	ERCOT-MA>Market Participation>Physical Market>Market Operator Data>System-Wide Offer Cap

Before midnight, check the PNM:

IF:

· PNM has exceeded $315,000;

THEN:

· Send e-mail to “1 ERCOT Market Operations Support” and “Shift Supervisors” and confirm notification.

	2
	A Market Notice needs to be prepared due to the SWCAP needs to be coordinated to re-set to the Low System-Wide Offer Cap (LCAP) for the remainder of that year. Any offers that exceed the current SWCAP shall be rejected by ERCOT.


5.9
Approval for Telecommunication and EMMS Outages and Maintenance

Procedure Purpose:  To provide System Operators with the authority to approve planned outages and maintenance of its telecommunication, monitoring and analysis capabilities.
	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	IRO-002-6

R4
	TOP-001-4

R9, R16, R17
	
	


	Version: 1 
	Revision: 1
	Effective Date:  April 1, 2021


	Step
	Action

	NOTE
	System Operators have the authority to approve planned outages and maintenance of its telecommunication, monitoring and analysis capabilities.  This includes providing approval for planned maintenance such as database loads, site failovers, ICCP links, etc.  This authority applies to TOs and QSEs planned outages of telemetering, control equipment, and associated communication channels when reliability of the grid is in jeopardy. 

	1
	WHEN:

· Notified by the Telecommunication group or GMS Support to approve a planned outage or maintenance of any telecommunication, monitoring or analysis capability;

THEN:

· Provide approval only if it won’t impede with the reliability of the grid.

IF:

· Approval cannot be granted at the time request, suggest another time that may be more suitable.



	Log
	Log all actions.


7.4
Hurricane/Tropical Storm

Procedure Purpose: To ensure ERCOT ISO, TOs and QSEs are prepared for an approaching Hurricane / Tropical Storm.

	Protocol Reference
	6.3.2(3)(a)(ii)
	6.5.9.3.1
	6.5.9.3.2
	6.5.9.3.3

	
	6.5.9.3.4
	
	
	

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	EOP-011-1

R1, R1.1, R1.2, R1.2.2, R1.2.6, R2, R2.1, R2.2, R2.2.9
	
	
	


	Version: 1 
	Revision: 7
	Effective Date:  April 1, 2021


	Step
	Action

	NOTE
	Hurricane / Tropical Storm notifications are called when there is a probability of landfall in the ERCOT Region (http://www.nhc.noaa.gov)

	Reporting
	As system conditions warrant, complete the following tasks:

· Refer to the “Abnormal Events” procedure (7.1) and take appropriate actions for “Gas Restrictions”

· Refer to the “Reports” procedure (6.1) and complete the appropriate reporting forms for the conditions that exist.

	OCN
	When an approaching Hurricane / Tropical Storm is approximately 5 days away.  

· Ensure OCN is issued.

· Review the expected path of the hurricane/tropical storm and consult with the Operations Support Engineer to determine if multiple contingencies should be studied due to the possibility of transmission outages or loss of load.

· Coordinate with Outage Coordination for the review of planned and existing transmission outages to be withdrawn, rejected, or restored. 

· Coordinate with Outage Coordination for the review of planned and existing Resource outages that could be asked to be delayed or returned early.

· Report any fuel restrictions as per section 6.1 of this procedure.
· Review emergency operating procedures.

Outages that could be critical are:

· Getaways from power plants, in the affected areas, that need to remain on during the storm for reliability.

· 345 KV transmission paths in the affected areas, OR
· 345 KV transmission paths that will significantly impact the flow of power to and from the affected area.

	Advisory
	When an approaching Hurricane / Tropical Storm is approximately 3 days away.

· Ensure Advisory is issued.

· If STP is in the path of the hurricane/tropical storm and the QSE is planning to take the unit offline,

· Contact Operations Support to run studies to determine the impact and evaluate system conditions.

· If necessary determine the generation needed to replace the loss of capacity from STP.
· Continue to coordinate with Outage Coordination for the review of planned and existing transmission outages to be withdrawn, rejected, or restored.

· Continue to coordinate with Outage Coordination for the review of planned and existing Resource outages that could be asked to be delayed or returned early.
· Report any fuel restrictions as per section 6.1 of this procedure.

· Review emergency operating procedures.

	Watch
	When approaching Hurricane / Tropical Storm is 1 day away.

· Ensure Watch is issued

· If necessary, instruct the RUC Operator to RUC commit additional Resources as per Operations Support recommendations.

· Determine if the need to have a conference call bridge open with the most affected TOs.

·  Determine if the need for additional support staff from GMS Support, ANA, Operations Support, and Operators.
· Report any fuel restrictions as per section 6.1 of this procedure.

	Emergency

Notice
	When Hurricane/Tropical Storm is in the ERCOT Region and is beginning to have an adverse impact on the ERCOT System. 

· Ensure Emergency Notice is issued

· Implement emergency procedures as needed



	Issues
	Notify the ERCOT Director Control Room Operations or Designee of any issues.

	Log
	Log all actions.


10.1

Loss of Primary Control Center Functionality

Procedure Purpose: Provide instructions for responding to conditions that cause the primary control center to become inoperable or uninhabitable and ensuring the safety of control room personnel.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Stanard
	EOP-008-2

R1, R1.4, R1.6, R1.6.2, R1.6.3
	
	
	


	Version: 1 
	Revision: 7
	Effective Date:  April 1, 2021


	Step
	Action

	1
	It will be the responsibility of the Shift Supervisor to determine the risk and ensure the safety of Control Center personnel when deciding to evacuate the Control Center.

	2
	Upon confirmation of imminent danger to Control Center personnel, immediately evacuate the Control Center to a secure area, taking the Control Center cell phone.  Notify the DC Tie Desk Operator before leaving or immediately after.

	NOTE
	After the Control Center has been evacuated the Shift Supervisor may:

· Re-locate the entire shift to the Alternate Control Center (ACC).

· Send a partial shift or contact extra personnel to report to the ACC.

· Remain in the secure area in anticipation of a quick return to the Primary Control Center (PCC).

· The Shift Supervisor may choose another course of action that will best maintain grid security depending on the circumstances causing the evacuation.

	3
	The Shift Supervisor is responsible for the following notifications in the event of a Control Center evacuation. Information and instructions conveyed will be based on the Shift Supervisors decision regarding relocation to the ACC.

· ERCOT Security TCC1 – Ext. 3000

· ERCOT Security ACC (Bastrop) – Ext. 5000

· Help Desk (to notify GMS Support and IT Infrastructure (Telecommunications and Data Center)

· Director Control Room Operations and/or Designee

· Engineering Support 

These phone numbers have been programmed into the control room cell phone.


10.2

EMMS and Interface System Failures

Procedure Purpose: Provide guidance for coordinating with the ERCOT Help Desk and making notification for unplanned outages of 30 minutes or more, for telemetering and control equipment, monitoring and assessment capabilities, and associated communication channels between the affected TOs and QSEs.
	Protocol Reference
	
	
	
	

	Guide Reference
	7.3.3(4)
	
	
	

	NERC Standard
	IRO-018-1(i)

R1, R1.3, R2, R2.2, R3
	TOP-001-4 R9
	TOP-010-1(i)

R1, R1.3, R2, R2.3, R3, R3.2, R4
	


	Version: 1 
	Revision: 18
	Effective Date: April 1, 2021


	Step
	Action

	1
	If any Control Room computer systems fails, such as ICCP links, Web Portal, ERCOT Website, or Outage Scheduler that affect normal operations,

· Contact the ERCOT Help Desk immediately from the Supervisor Help Desk button on the Turret Phone or extension 6804

· Continue with situational awareness

If necessary, contact the on-call IT person first then contact the Help Desk.

	NOTE
	For a complete EMMS failure, see Real-Time Procedure Section 3.1 Frequency Control Operating Procedure and 3.3 System Failures.

	2
	IF:
· Any of the systems fail and are effecting ERCOT systems or TOs and/or QSEs and will be unavailable for longer than 30 minutes;

THEN:

· Notify TOs and QSEs of the problem and expected duration via Hotline,

· Request additional assistance from other support staff, if needed.

	3
	When the problem is resolved, Notify all TOs and QSEs via Hotline of the problem resolution.

	4
	RECORD the following information:

· Date

· Time of event

· Description of system alarms, events, failures, or incident

· Actions taken and resolution

· Time of system or function restoration

	Log
	Log all actions.

	Data and/or Voice Communication Failures

	1
	Notify the Help Desk of the loss and REQUEST assistance to re-establish voice and/or data communications.

· Telecommunications group will be responsible for voice communications.

· GMS Support will be responsible for data communications  

	2
	Use back-up communications if needed such as the Control Room cell phone, Standalone Satellite phone or the PBX Bypass phones to maintain communications with the other control room, TOs, QSEs, SPP and any other entities as needed.  The list of phone numbers is located on the System Operations SharePoint site.

	3
	IF:

· The criticality and impact of events or failures is such that TOs and/or QSEs are, or will be affected before the problem can be resolved, 

THEN:

· Instruct ERCOT System Operator to NOTIFY the other ERCOT Control Room and all TOs and QSEs via Hotline of the problem and expected duration.  If Hotline is unavailable utilize any of the following methods: 

· Control Room cell phone, PBX Bypass phones, or Standalone Satellite phone.

· REQUEST additional assistance from other support staff, as needed.  

	NOTE
	Steps 4 & 5 may be performed in any order.

	4
	RECORD the following:

· Date

· Time of event

· Description of events, failures, or incident

· Actions taken and resolution

· Time of system or function restoration

	5
	When the problem is resolved, NOTIFY all participants via Hotline of the problem resolution.

	Log
	Log all actions.

	EMS Alarm Heartbeat, Dynamic Rating, SCED Status, EMBP, SE, RTCA or RLC Alarms 

	NOTE
	· Normal status for the EMS Alarm Heartbeat/Dynamic Rating, SCED Status, EMBP, SE, RTCA and RLC Status is indicated by each status box constant green on the “ERCOT & QSE Summary Page” in the PI system.

· Failure of the PI server is indicated by abnormal status of Dynamic Rating, SE and RLC, accompanied by the PI system “flat-lining”

· Indication of PI server failure has been moved to the update time for all wallboard displays.

· Dynamic Rating, SE and RLC status boxes flashing red AND PI flat-lining may indicate failure of the EMS.

· Verify Shift Engineer has contacted on-call GMS Support person via xmatters for any EMS tool failure that impacts grid reliability. Confirm with the Shift Engineer that the Helpdesk was also notified as time permits.  

	Monitor
	PERFORM the following as applicable to the indicated conditions:

· IF only the EMS Alarm Heartbeat status box is yellow, orange or red, CONTACT the ERCOT Help Desk

· Tell them the Alarm status in Processbook is not green

· Greater than 1 minute but less than 3 minutes turns - Yellow

· Greater than 3 minutes but less than 5 minutes turns - Orange

· Greater than 5 minutes – Red

· REQUEST they notify the on-call GMS Support person of the situation.

· IF only the Dynamic Ratings status box red, CONTACT the ERCOT Help Desk

· TELL them the Dynamic Rating Alarm status in Processbook is red and the dynamic ratings are not being sent to the SCADA in the EMS. 

· REQUEST they notify the on-call GMS Support person of the situation. 

· IF only the RLC status box is yellow/red, CONTACT the ERCOT Help Desk

· TELL them the RLC Alarm status in Processbook is not green 

· Greater than 5 minutes but less than 7 minutes turns - Yellow

· Greater than or equal to 7 minutes turns - Red

· Instruct them to notify the on-call GMS Support person of the situation.

· IF only the SCED Status box is Yellow or red,

· The alarm turns yellow when the update duration is greater than 5 minutes and less than 7 minutes.

· The alarm turns red when the update duration is greater than or equal to 7 minutes

· Follow the Managing SCED Failures in the Real Time Desk Procedure.

· If SCED failure can’t be resolved CONTACT the ERCOT Help Desk and instruct them to notify the on-call GMS Support person of the situation. 

· IF only the EMBP box is red, 

· Determine the reason Emergency Base Point are being issued,

· Remove the Emergency Base Point flag when condition allow,

· If EMBP can’t be resolved CONTACT the ERCOT Help Desk and instruct them to notify the on-call GMS Support person of the situation.

· IF only the SE status box is red, CONTACT the Operations Support Engineer

· TELL them the SE Alarm status in Processbook is red

· IF only the RTCA status box is yellow or red, CONTACT the Operations Support Engineer

· RTCA executes every 5 minutes, if RTCA doesn’t complete within the desired threshold the display changes colors

· Greater than 5 minutes but less than 10 minutes turns – Yellow

· Greater than 10 minutes but less than 15 minutes turns – Orange

· Greater than 15 minutes turns - Red

· TELL them the RTCA Alarm status in Processbook is yellow/red

· Greater than 15 minutes, inform QSEs for STP and CPSES.

	Building Security and Fire Alarms

	NOTE
	The Shift Supervisor or designee will ensure staff members adhere to emergency evacuation procedures and evacuate all team members from the Control Room if an emergency evacuation is required.

	1
	IF:

· Building security or fire alarm sounds,

THEN:

· Contact Security’s Emergency Number if Security has not already made communications with the Control Room.

	2
	IF:

· Control Room personnel are in danger or ordered to be evacuated,

THEN:

· Transfer control of the Grid to the Alternate Control Center (see “Loss of Primary Control Center Functionality” procedure Section 4.4 in the DC Tie Desk Procedure),

· Request additional assistance from other support staff,

· Evacuate the Control Room to a safe area for Zone #1,

· Report to the Alternate Control Center if necessary.

	3
	Notify the Director Control Room Operations and/or Designee as soon as practical.

	Failure of the Emergency Generator 

	1
	If the Facilities emergency generator fails to start, you will be notified by the Facilities Staff.

	2
	If the Facilities Staff or the Shift Supervisor determines that it will be more than 20 minutes before the emergency generator can be started, the Shift Supervisor may consider initiating the “Loss of Primary Control Center Functionality” procedure.

	3
	The Shift Supervisor or his/her delegated representative should notify the Director Control Room Operations and/or Designee that the controls have been transferred to the other control center.

	4
	REQUEST additional assistance from other support staff as needed.

	NOTE
	See Desktop Guide Shift Supervisor Section 2.1.

	Telemetering, Control Equipment and Communication Outages

	NOTE
	TOs are required to inform ERCOT of all planned outages, and unplanned outages of 30 minutes or more, for telemetering and control equipment, monitoring and assessment capabilities, and associated communication channels between the affected entities. Telemetering, Control Equipment and Communication outages that ERCOT ISO has been made aware of can be found on the Outage Calendar located on the System Operations SharePoint.

	Planned

Outage
	WHEN:

· Notified of a planned outage by email;
THEN:

· Record the information on the Outage Calendar located on the System Operations SharePoint Site for coordination;

IF:

· The outage(s) cause State Estimator or Contingency Analysis solution issues;
NOTIFY:

· Shift Engineer as manual updates may be needed to correct any reliability issue;

	Forced

Outage
	WHEN:

· Notified of a forced outage;
THEN:

· Ask if the secondary/back up redundancy is available and functional;

IF:

· There is no redundancy available and functional;
NOTIFY:

· Shift Engineer as manual updates may be needed to correct issues with the State Estimator or Contingency Analysis solution.

	Log
	Log all actions.
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