	ERCOT Operating Procedure Manual

	Reliability Risk Desk



Power Operations Bulletin # 963
ERCOT has posted/revised the Reliability Risk Desk manual.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
4.5  Severe Weather Operations

Procedure Purpose:  To monitor the wind forecast during operations with severe weather conditions.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	EOP-011-1

R1, R1.1, R1.2.2, R1.2.6, R2, R2.1, R2.2.9
	
	
	


	Version: 1 
	Revision: 2
	Effective Date:   December 31, 2020


	Step
	Action

	Loss of Wind Farm Turbines due to Severe Weather

	NOTE
	Significant weather events can consist of, but are not limited to the following:

· Tornados

· Strong straight line winds

· Hail

· Severe lightning

· Flooding

· Freezing precipitation 

· Hard freeze

	Manually Override Short Term Wind Power Forecast
	The ERCOT Operator will contact the Operations Analysis Engineer to conduct further analysis and to override system:

IF:

· A severe weather related de-rate has occurred at a given wind farm, and

· The telemetry, Outage Scheduler and COP have not been correctly updated by the QSE.

Contact Operations Analysis Engineer to do further analysis and potentially override the forecast given the description above after checking the following:

· Number of turbines online

· Number of turbines offline

· Outage scheduler

· Telemetered wind speed (MPH)

	NOTE
	The QSE should:

· Update wind generating unit’s telemetry to reflect the number of turbines lost. 

· NTON – number of turbines online

· NTOF – number of turbines offline

· NTUN – number of turbines unknown

· Update ERCOT Outage Scheduler for updated HSL information that correctly reflects the number of turbines lost. This follows procedure for forced outages and should be done immediately.

· Update unit’s COP in relation to the most recent forecast for the next hour(s) that pertains to the duration the turbines will be lost and accurately reflects the number of turbines lost.

Notification to the QSE may be necessary if the above are not complete within the designated time frame.

	Post
	Coordinate with the Real-Time Operator for making hotline calls and the posting of the notices on the ERCOT Website.

	Cancel Posting
	Coordinate with the Real-Time Operator for the cancelation of the postings on the ERCOT Website and making hotline calls.

	LOG
	Log all actions.

	High Wind Output Forecast with Forecasted Severe Weather in a Region

	Manually Override Short Term Wind Power Forecast
	The ERCOT Operator will contact the Operations Analysis Engineer to conduct further analysis and to override the system if all of the following conditions are met:

· The wind forecast is persistently higher than the actual output (the over-forecast error will exceed 20% of installed capacity of wind farms affected or 1000 MW in a region) for a future period of time.
· Weather forecasts from multiple sources indicate a winter/tropical storm will occur in the same time-line as the high forecasted output.



	ACTION
	Further analysis could potentially reduce the forecasted value of the region in question to a lower output.

	EXAMPLE
	Below is an example of the STWPF being much higher due to turbines freezing. You will see the light blue line much lower than the multiple colored lines that are forecasts. When the actual output begins to dip away from the forecast and icing conditions exist, it is likely an override is needed. 
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	LOG
	Log all actions.


6.1
Respond to Failed Telemetry

Procedure Purpose:  To minimize telemetry issues that could have an impact on LMPs, SCED, meteorological data, voltage control, reliability, missing data on the ERCOT Website, etc.

	Protocol Reference
	4.2.2(1)
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	IRO-018-1(i)

R1, R1.3
	
	
	


	Version: 1 
	Revision: 1
	Effective Date:  December 31, 2020


	Step
	Action

	Telemetry Issues that could affect SCED and/or LMPs

	NOTE
	Intermittent Renewable Resources (IRR) are required to telemeter the following data: 

· Net Real Power, 

· Gross Real Power, 

· Net & Gross Reactive Power (MVAr), 

· Generator Breaker Status at the High Side of the Generator Step-Up (GSU) transformer, 

· Resource Status,

· HSL/LSL,

· Up & Down Ramp Rates, 

· Number of Available, Unavailable and Unknown Status Turbines, 

· Wind Speed (mph), 

· Wind Direction (degrees), 

· barometric pressure (mbar),

· Temperature (ºC).

	Monitor Resource Status for Discrepancies

	Telemetered Status
	REVIEW REFERENCE DISPLAY:

Market Participation>Physical Market>Market Operator Data>Consistency Checks

IF:

· Discrepancy is identified between a COP and telemetered Resource Status;
THEN:

· Call the QSE representing Resource to determine the correct resource status and have them make the necessary correction.

NOTE:  It is not necessary to make calls for inconsistent telemetry/COP for quick start units.  

	LOG
	Log all actions.

	ON

TEST
	Review the list of “Approved Unit Tests” and “New Units Currently in Commissioning Process” on the System Operations SharePoint; compare this list to the units showing a unit status of ONTEST.

WHEN:

· A unit with a status of ONTEST without an approved unit test exists or the unit is not in the commissioning process; 

THEN:

· Notify the QSE that they do not have an approved unit test and cannot use the ONTEST status.

	LOG
	Log all actions.

	Monitor Resource Telemetry for Stale Values

	Telemetered Status
	REVIEW REFERENCE DISPLAY:

EMS Applications>Generation Control>Resource Limit Calculation>RLC Unit Input Data and RLC Unit Output Data and https://picorp.ercot.com/OpsTools/#!/curtailmentSummary
IF:

· Stale telemetry is identified;
THEN:

· Call the QSE representing the Resource to determine the cause and request them to make the necessary correction.



	LOG
	Log all actions.


7.1
Market Notifications

Procedure Purpose: Guidelines for issuing Emergency Conditions and the four possible levels: Operating Condition Notices (OCN), Advisories, Watches, and Emergency Notices.

	Protocol Reference


	6.5.9.3
	6.5.9.3.1
	6.5.9.3.2
	6.5.9.3.3

	
	6.5.9.3.4
	
	
	

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 3
	Effective Date:   December 31, 2020


	Step
	Action

	NOTE
	Consider the severity of the potential Emergency Condition.  The severity of the Emergency Condition could be limited to an isolated local area, or the condition might cover large areas affecting several entities, or the condition might be an ERCOT-wide condition potentially affecting the entire ERCOT System.

	OCN

	1
	As instructed by the Shift Supervisor or when appropriate, issue an Operating Condition Notice (OCN).  The OCN can be issued for any of the following reasons or to obtain additional information from TOs and QSEs.

· There is a projected reserve capacity shortage that could affect reliability and may require more Resources

· When extreme cold weather is forecasted approximately 5 days away
· When extreme hot weather is forecasted approximately 5 days away 

· When an approaching Hurricane / Tropical Storm is approximately 5 days away

· Unplanned transmission Outages that may impact reliability

· When adverse weather conditions are expected, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness

	AAN

	Definition
	A type of Operating Condition Notice (OCN) that identifies a possible future Emergency Condition and describes future action ERCOT expects to take to address that condition unless the need for ERCOT action is alleviated by Qualified Scheduling Entity (QSE) and/or Transmission Service Provider (TSP) actions or by other system developments.

	1
	As instructed by the Shift Supervisor and in coordination with Outage Coordination and Operations Support, issue an Advance Action Notice (AAN).  The AAN can be issued for any of the following reasons or to obtain additional information from TOs or QSEs.

· There is a projected reserve capacity shortage that could affect reliability and may require more Resources

· When extreme cold weather is forecasted approximately 5 days away
· When extreme hot weather is forecasted approximately 5 days away

· When an approaching Hurricane / Tropical Storm is approximately 5 days away 

· Unplanned transmission Outages that may impact reliability

· When adverse weather conditions are expected, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness

	ADVISORY

	1
	As instructed by the Shift Supervisor or when appropriate, issue an Advisory.  The Advisory can be issued for any of the following reasons or to obtain additional information from TOs and QSEs.

· When an approaching Hurricane / Tropical Storm is approximately 3 days away  

· When extreme cold weather is forecasted approximately 3 days away
· When extreme hot weather is forecasted approximately 1 to 3 days away

· When conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term reliability

·  ERCOT may exercise its authority to increase Ancillary Service requirements above the quantities originally specified in the Day-Ahead Market (DAM) in accordance with ERCOT Procedures

· When extreme weather or conditions require more lead-time than the normal Day-Ahead Market (DAM) allows

· Transmission system conditions are such that operations within security criteria are not likely or possible because of Forced Outages or other conditions unless a CMP exists

· Loss of communications or control condition is anticipated or significantly limited

· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request

	WATCH

	1
	As instructed by the Shift Supervisor or when appropriate, issue a Watch.  The Watch can be issued for any of the following reasons or to obtain additional information from TOs and QSEs.

· A projected reserve capacity shortage is projected with no market solution available that could affect reliability

· When an approaching Hurricane / Tropical Storm is approximately 1 day away

· When extreme cold weather is projected for next day or current day
· When extreme hot weather is projected for next day or current day  

· Conditions have developed such that additional Ancillary Services are needed in the Operating Period

· Insufficient Ancillary Services or Energy Offers in the DAM

· Market-based congestion management techniques embedded in SCED will not be adequate to resolve transmission security violations

· Forced Outages or other abnormal operating conditions have occurred, or may occur that require ERCOT to operate with active transmission violations of security criteria as defined in the Operating Guides unless a CMP exists

· The SCED process fails to reach a solution, whether or not ERCOT is using one the measures in Failure of the SCED Process.

· The need to immediately procure Ancillary Services from existing offers

· ERCOT may instruct TOs to reconfigure transmission elements as necessary to improve the reliability of the system

	EMERGENCY NOTICE

	1
	As instructed by the Shift Supervisor or when appropriate, issue an Emergency Notice.  The Emergency Notice can be issued for any of the following reasons or to obtain additional information from TOs and QSEs.

· Loss of Primary Control Center functionality

· Load Resource deployment for North-Houston voltage stability

· ERCOT cannot maintain minimum reliability standards (for reasons including fuel shortages) during the Operating Period using every Resource practically obtainable from the market

· Immediate action cannot be taken to avoid or relive a Transmission Element operating above its Emergency Rating

· ERCOT forecasts an inability to meet applicable reliability standards and it has exercised all other reasonable options

· A transmission condition has been identified that requires emergency energy from any of the DC-Ties or curtailment of schedules

· The Transmission Grid is such that a violation of security criteria as defined in the Operating Guides presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to Load (other than Load being served from a radial transmission line) and/or overload of Transmission Elements and no timely solution is obtainable through SCED or CMP

· When extreme cold weather is beginning to have an adverse impact on the System
· When extreme hot weather is beginning to have an adverse impact on the System
· When Hurricane / Tropical Storm is in the ERCOT Region and is beginning to have an adverse impact on the System

	Operating Condition Script

	Hotline
	Notify QSEs of Notice

#46 - Typical Hotline Script for Operating Condition [OCN/Advisory/Watch/Emergency]
.



	Post
	· All notices must be posted on the ERCOT Website.

· For “free form” messages, the “Notice Priority” will be specified as follows:

· Operational Information/OCN type messages – low priority

· Advisory/Watch type messages – medium priority

· Emergency type messages – high priority

	Hotline Cancellation
	#47 - Typical Hotline Script to Cancel Operating Condition [OCN/Advisory/Watch/Emergency]

	LOG
	Make log entry.


9.1
Responding to QSE Issues

Procedure Purpose:  To provide a mutually agreed process for resolving Real-Time data issues between ERCOT and the Entities that provide data to ERCOT.  Also to record when a QSE is operating from their backup Control Center and to notify the ERCOT Transmission Operator when a QSE notifies ERCOT of a change in status with any PSS or AVR.

	Protocol Reference
	6.5.7.1.13(4)
	
	
	

	Guide Reference
	7.3.3
	7.3.4
	7.3.5
	7.3.6

	NERC Standard
	IRO-018-1(i)

R1, R1.3
	TOP-010-1 (1)

R1, R1.3, R2, R2.3
	
	


	Version: 1 
	Revision: 3
	Effective Date:  December 31, 2020


	Step
	Action

	Real-Time Data Issues known by the QSE

	NOTE
	Manually replaced telemetry data is data entered by a QSE on their systems that is transmitted to ERCOT via ICCP in place of the normal points experiencing an issue.  If Reliability issues can’t be resolved in a timely manner, ERCOT reserves the right to order the Resource off-line until the problem is resolved.

Refer to Desktop Guide Common to Multiple Desks 2.27 Quality of Real-time Data

	Notification of Telemetry 

Data

Issue
	IF:

· Notified of a telemetry data issue (telemetry data will not be available or is unreliable for operational purposes);

THEN:
· The QSE should correct the telemetry data as soon as practicable, or,

· Manually replace the data, if available.

	Cannot

Resolve
	IF:

· The QSE cannot resolve the telemetry data issue within two Business Day, fix the issue in a timely manner;

THEN:

· The QSE shall provide an estimated time of resolution.

	Backup/Alternate Control Center Transfer

	1


	When notified by a QSE that they will be transferring to or from their backup/alternate control center,  
· Identify the [QSE] in the email notification 

Send e-mail to “1 ERCOT System Operators”

	Log
	Log all actions.

	QSE Issues

	1
	If a QSE is not satisfied with ERCOT Operations responses to their issues, refer them to their Wholesale Client Representative for clarification/resolution.

	2
	If the System Operator believes the issue is with ERCOT systems applications (ICCP down, etc.), notify the ERCOT Help Desk.

	3
	If a QSE is having an issue with ERCOT system applications (unable to access the portal, outage scheduler, etc.), instruct them to call the ERCOT Help Desk.

	4
	As time permits, notify the Shift Supervisor of any actions taken and unresolved issues.

	LOG
	Log all actions.

	Missing Data from ERCOT Website Postings

	1
	IF:

· A call is received about data missing or data being incorrect,

THEN:

· Transfer call to the Help Desk, and

· Notify the Shift Supervisor and Operations Support Engineer.

	LOG
	Log the information.

	Courtesy Hotline calls for ERCOT Application Issues

	1
	WHEN:

· Notified from IT support of application(s) issues that are causing Market Participants an inability to submit data to ERCOT;

THEN:

· Make a courtesy hotline to inform them.

Q#76 - Typical Hotline script for Application Issues


	Power System Stabilizers (PSS) & Automatic Voltage Regulators (AVR)

	1
	WHEN:

· Notified by a QSE of a change in status with any PSS or AVR;

THEN:

· Transfer call to the ERCOT Transmission Operator.
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