Power Operations Bulletin # 926
ERCOT has posted/revised the Reliability Risk Desk manual.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
3.3
Responsive Reserve and System Inertia Sufficiency Monitoring

Procedure Purpose:  Monitor and detect possible time periods when procured Responsive Reserve (RRS) may be inadequate based on expected online inertia with recommended actions.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	TOP-001-4 R2
	
	
	


	Version: 1 
	Revision: 2
	Effective Date:  January 31, 2020


	Step
	Action

	Day Ahead RRS Sufficiency Monitoring

	NOTE
	Monitor the adequacy of available RRS reserves based on expected grid operating conditions and identify hours when procured RRS may not be sufficient. 

· Monitor RRS computed using the expected online inertia based on the most recent COPs for resources, 

· Posted RRS computed using studies based on TAC approved A/S Methodology, 

· Scheduled RRS computed using obligations in COPs of generation & load resources and the estimated online inertia, 

· Actual RRS available computed based on telemetry and actual online inertia and

· Shortfall in posted/procured RRS in comparison to estimated RRS computed using expected online inertia. 

Once DAM and DRUC have completed (after 1600) observe the next day for RRS shortages. If you have small shortages of ~2% or less it is recommended that you monitor those hours as you get closer to Real-Time. If the anticipated insufficiency continues and the PRC is expected to be low during those hours then additional RRS reserves may be needed. Discuss and coordinate with Shift Supervisor, Real-Time and Resource Desk all necessary actions.

(See Desktop Guide Reliability Risk Desk Section 2.4)

	LOG
	Log all actions.

	Look Ahead Monitoring of Responsive Reserve Service

	NOTE
	The purpose of this section is to provide recommendations for 

assessing and detecting possible insufficiencies in RRS reserves that may be detected in several hours ahead of Real-Time hours due to changes in wind forecast and thus changes in estimated online inertia.

	MONITOR
	(See Desktop Guide Reliability Risk Desk Section 2.4)

	1
	IF:

· DAM & DRUC have finished execution AND

· Shortfall is noticed in posted/procured RRS in comparison to the estimated RRS needed based on expected online inertia computed using the most recent COPs from resources.

THEN:

· Contact wind QSEs with large errors in COP HSLs for these hours and continue to monitor the Worksheet/Chart for updates.

· Determine if any QSEs with Ancillary Service Obligations have Ancillary Service shortage in their COPs and if so ask them to research this issue.
· Continue monitoring conditions closer to Real-Time. If shortfall persists, if PRC is expected to be low during these hours, determine in consultation with Shift Supervisor if additional RRS may need to be procured (via Supplemental Ancillary Service Market (SASM) or if additional resources may need be committed (via Reliability Unit Commitment (RUC).

	LOG
	Log all actions.

	Real-time RRS Sufficiency Monitoring

	NOTE
	Constantly monitor the grid operating conditions & the adequacy of available RRS and identify hours when procured RRS & Physical Responsive Capability (PRC) may not be sufficient. If there is a shortfall in the procured/available RRS obligations and the reserves required exceed RRS procured/available based on actual grid conditions and online inertia but during those same hours, there was adequate PRC and primary frequency responsive capacity available to arrest frequency decline during a sudden loss of generation no action is necessary.

· Monitor RRS needed based on grid operating conditions & online inertia, 

· Monitor RRS available computed based on telemetry and online inertia, 

· If Shortfall in procured/available RRS in comparison to actual RRS required is identified as well as actual PRC and Primary Frequency Responsive (PFR) capability computed using actual PRC capability is determined to be insufficient to arrest frequency decline during a sudden loss of generation then necessary actions must be discussed and coordinated with Shift Supervisor, RUC, Real-Time and Resource Desks.

(See Desktop Guide Reliability Risk Desk Section 2.4)

	NOTE
	The purpose of this section is to provide recommendations for monitoring adequacy of RRS in Real-Time.

	1
	IF:

· Shortfall is noticed in procured/available RRS in comparison to  the estimated RRS needed based on actual grid conditions and online inertia AND

· Shortfall is noticed in available PFR capability computed based on PRC in comparison to actual RRS needed AND 

· Analysis determines shortfall in posted/procured RRS in the hours immediately following the current Operating Hour. 

· If PRC is expected to be low during these hours,

THEN:

· Determine in consultation with Shift Supervisor if additional RRS may need to be procured via SASM or if additional resources may need be committed via RUC.

	LOG
	Log all actions.

	Look Ahead Critical Inertia Level Sufficiency Monitoring

	NOTE
	Monitor the adequacy of Critical Inertia Level based on expected grid operating conditions and identify hours when Critical Inertia Level may not be sufficient.  Critical Inertia Level for ERCOT is 100 GW-s.

	1
	IF:

· DAM & DRUC have finished execution AND

· Shortfall is noticed in Critical Inertia Level needed based on expected online Critical Inertia Level computed using the most recent COPs from resources.

THEN:

· Determine the need for additional generation to be RUC committed for future hours to maintain Critical Inertia Level above 105 GW-s
· Discuss results with shift supervisor.

	LOG
	Log all actions.

	Real-time Critical Inertia Level Sufficiency Monitoring

	NOTE
	Monitor the adequacy of Critical Inertia Level based on expected grid operating conditions and identify hours when Critical Inertia Level may not be sufficient.  Critical Inertia Level for ERCOT is 100 GW-s.

	1
	IF:

· Critical Inertia Level alarm comes in at 120 GW-s.

THEN:

· Verify accuracy of the Critical Inertia Level monitoring display

· Determine the need for additional generation to be RUC committed for future hours to maintain Critical Inertia Level above 105 GW-s

· Discuss results with shift supervisor and RUC desk

	2
	IF:

· Critical Inertia Level alarm comes in at 110 GW-s.

THEN:

· Verify accuracy of the Critical Inertia Level monitoring display

· Determine the need for additional generation to be RUC committed for future hours to maintain Critical Inertia Level above 105 GW-s
· Discuss results with shift supervisor and RUC desk

	3
	IF:

· Critical Inertia Level declines to 105 GW-s.

THEN:

· Take action immediately by notifying Shift Supervisor, RUC and Resorce desks.  Actions may include:

· Resource operator deploying Non-Spin

· RUC operator deploying off-line short start

· RUC operator giving Operating instruction to bring on OFFQS generation AND 

· Follow up OFFQS EDI from RUC operator

	LOG
	Log all actions.


5.1
STNET Study

Procedure Purpose: To review and analyze future voltage violations.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standand
	IRO-001-4

R1
	TOP-001-4

R2
	VAR-001-5

R2
	


	Version: 1
	Revision: 5
	Effective Date:  January 31, 2020


	Step
	Action

	Reliability Risk Desk performs STNET Study

	NOTE
	Each hour run a STNET study for four hours out (example it is 0100, run study for 0500) to review voltage violations. 

	Voltage Contingencies
	IF:

· Voltage contingencies exist;
THEN:

· Check “Voltage Tracking Issues spreadsheet” on Sharepoint to ensure the contingency is not listed.

· If not listed, convey the voltage violations to the Transmission and Security Operator with the potential resolution

· Validate the resolution

· Create a savecase, use naming convention “SC_RRD(HE)_(DATE)

· Make at least one detailed log entry per shift that the studies are being executed.   If any new voltage violations are identified that do not have a solution, log the information and notify the Transmission and Security Operator of the new violation(s)

· Update the “Voltage Tracking Issues spreadsheet” listing the new voltage violation with the contingency resolution.

IF:

· Unsolved contingencies exists;

THEN:

· Communicate any unsolved contingency to the Shift Engineer and Transmission Security Desk Operator with potential solutions.

· Some potential solutions could be transmission switching, creation of a manual constraint, bringing on an additional Resource, returning a planned outage, or development of a CMP.

· Validate the resolution

· Update the “Voltage Tracking Issues spreadsheet” listing the new unsolved contingency with the contingency resolution.

	Violated 

Constraints
	REVIEW REFERENCE DISPLAYS:

Market Operation>Reliability Unit Commitment>HRUC Displays>DSP Displays> DSP Binding Constraint Summary

Market Operation>Reliability Unit Commitment>HRUC Displays>DSP Displays> DSP Constraint Summary

REVIEW:

· Violated constraints.  If needed, notify Operations Support Engineer to determine the validity; 

IF:

· Invalid, no further action is required;

IF:

· Valid; AND

· Related to a phase shifter tap settings,

THEN:

· Notify Operations Support Engineer to determine and determine if adjusting a Phase Shifter would reduce the flow, 

· Create Suggestion Plan for Constraint,

· Manually RUC commit resources as needed 

· Refer to Desktop Guide Reliability Risk Desk Section 2.5 and 2.6.

	Phase Angles
	Monitor phase angles during the 4 hour ahead voltage studies

IF:

· Phase angle exceedances exists;

THEN:

· Communicate any phase angle exceedances to the Shift Engineer and Transmission Security Desk Operator for potential solutions.

· Some potential solutions could be transmission switching, creation of a manual constraint, bringing on an additional Resource, returning a planned outage, or development of a CMP.

	LOG
	Log actions taken.


7.3
Restore EEA Levels

Procedure Purpose:  To restore the ERCOT grid to normal state as system conditions warrant while recovering from an EEA event.

	Protocol Reference
	6.5.9.4.3
	
	
	

	Guide Reference
	4.5.3.5
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 2
	Effective Date:  January 31, 2020


	Step
	Action

	RESERVES
	1430 MW of PRC must be restored within 90 minutes.

	Restore Firm Load

	1
	IF:

· Sufficient Regulation Service exist to control to 60 Hz, AND
· PRC – Regulation Up Responsibility ≥ 1430 MW for the last 15 minutes;

THEN:

· Transmission Operator will restore firm load. 

· Assist Control Room as needed and monitor Intermittent Renewable Resources (IRR).

	Move from EEA Level 3 to EEA Level 2

	1
	IF:

· Sufficient Regulation Service exist to control to 60 Hz, AND
· PRC is ≥ 1750 MW, AND

· All firm load have been instructed to be restored; 

· Assist Control Room as needed and monitor Intermittent Renewable Resources (IRR).

	Move from EEA Level 2 to EEA Level 1

	1
	IF:

· The system can maintain PRC ≥ 2300 MW, AND
· All Load Resources have been instructed to be restored;

· Assist Control Room as needed and monitor Intermittent Renewable Resources (IRR).

	Move from EEA Level 1 to EEA 0

	1
	IF:

· The system can maintain PRC ≥ 2300 MW, AND
· All RUC committed units secured in EEA 1 can be released, AND
· Emergency energy from the DC Ties is no longer needed;

· Assist Control Room as needed and monitor Intermittent Renewable Resources (IRR).

	LOG
	Log all actions.


8.1
Monthly Testing of Satellite Phones

Procedure Purpose:  To ensure ERCOT maintains communication capability via the Satellite Phone System.

	Protocol Reference
	
	
	
	

	Guide Reference 
	
	
	
	

	NERC Standard
	COM-001-3

R9
	
	
	


	Version: 1 
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	Step
	Action

	Primary Control Center

	NOTE
	When a participant dials into the conference bridge before the moderator dials in, they will hear music and be placed on hold.

	NOTE
	On the first weekend of each month, between the hours of 0000 Saturday and 0500 Monday, the Satellite Phone System Conference Bridge will be tested with the TOs. As the Shift Supervisor makes the call to the individual TO, they will set a time that the ERCOT Operator will call the Satellite Phone System Conference Bridge and establish communication with the appropriate TO.

	NOTE
	Use the ERCOT Satellite Phone User Guide (See Desktop Guide Common to Multiple Desks Section 2.7) for a list of the TOs that will be contacted by the ERCOT Operator and instructions on how to place a Satellite Phone System Conference Bridge call.

	NOTE
	The numbers for the ERCOT Operator to call into the Conference Bridge are Desk specific.

Select: 

SATELLITE directory or go to page 41 to view the programmed numbers on the Turret phone for each Bridge:

· BLACKSTRT RUC – RUC Desk

· BLACKSTRT RRD – Reliability Risk Desk

· BLACKSTRT RES – Resource Desk

· BLACKSTRT REAL – Real-Time Desk

· BLACKSTRT TS#1 – Transmission Desk (Island Coordination)

· BLACKSTRT TS#2 – Transmission Desk 

	1
	IF:

· Open a helpdesk ticket and cc “shiftsupv”
· The preprogrammed number does not function correctly,

THEN:

· Refer to the ERCOT Satellite Phone User Guide (See Desktop Guide Common to Multiple Desks Section 2.7.2) for the appropriate conference number and continue with this procedure.

	2
	When prompted:

· Enter the Moderator Pass Code

· If necessary, allow five minutes for Participants to dial in

· As each Participant connects, record the following:

· Name of Participant

· Company Name

· Any problems identified with the connection process

	3
	IF:

· One or more of the TOs fails to connect to the Bridge call;

THEN:

· Follow up with the TO to determine the cause:

· Reason for inability to connect
· 
· Establish a time for a retest of the TOs not able to connect in the initial test.

	4
	Inform the Shift Supervisor when test is complete indicating any issues identified.

	LOG
	Log the test date and results in the Operations Log.

	Alternate Control Center

	1
	When working out of the alternate during the monthly scheduled dates:

· Test the turret Satellite phone on each desk. 

	2
	Inform the Shift Supervisor when test is complete indicating any issues identified.

	LOG
	Log the test date and results in the Operations Log.


Document Control

Preparation

	Prepared by
	Role
	Date Completed

	Hartmann, Gaddy, Self, and Frosch 
	Preparers
	January 24, 2017

	Hartmann, Gaddy and Frosch
	Procedure writers and editors
	March 27, 2017

	Hartmann, Gaddy and Ballew
	Procedure writers and editors
	May 26, 2017

	Hartmann, Gaddy and Ballew
	Procedure writers and editors
	June 23, 2017

	Hartmann, Gaddy and Ballew
	Procedure writers and editors
	July 24, 2017

	Hartmann, Gaddy and Ballew
	Procedure writers and editors
	September 27, 2017

	Hartmann, Gaddy and Ballew
	Procedure writers and editors
	December 22, 2017

	Hartmann, Gaddy and Ballew
	Procedure writers and editors
	February 22, 2018

	Hartmann, Gaddy, Ballew and Frosch
	Procedure writers and editors
	March 26, 2018

	Hartmann, Gaddy, Ballew and Frosch
	Procedure writers and editors
	April 27, 2018

	Hartmann, Gaddy and Ballew
	Procedure writers and editors
	May 25, 2018

	Hartmann, Gaddy and Ballew
	Procedure writers and editors
	August 24, 2018

	Hartmann, Gaddy and Ballew
	Procedure writers and editors
	December 21, 2018

	Hartmann, Gaddy and Ballew
	Procedure writers and editors
	January 25, 2019

	Hartmann, Gaddy and Pence
	Procedure writers and editors
	July 29, 2019

	Hartmann, Gaddy and Cyphers
	Procedure writers and editors
	October 29, 2019

	Hartmann, Gaddy and Cyphers
	Procedure writers and editors
	December 20, 2019

	Hartmann, Gaddy and Cyphers
	Procedure writers and editors
	January 27, 2020


Manual Change History

	Procedure
	Ver/Rev
	Reason for Issue
	Effective Date

	All
	1.0 / 0
	New procedures
	January 30, 2017

	2.1

3.1

4.4

5.1

7.1

7.2

9.1
	1.0 / 1

1.0 / 1

1.0 / 1

1.0 / 1

1.0 / 1

1.0 / 1

1.0 / 1
	Updated System Operator Responsibility and Authority

Updated Up Ramp Event step 2

Updated Panhandle Region 

Updated Reliability Risk Desk performs STNET Study

Updated title and all 1st steps

Updated Implement EEA Level 3 steps

Updated Title
	March 31, 2017

	3.1


	1.0 / 2


	Updated Down Ramp Event step 1, 2 & 3

Updated Up Ramp Event step 1 & 2
	June 1, 2017

	3.1

7.2
	1.0 / 3

1.0 / 2
	Updated Down Ramp Event step 2

Updated 1st note, step 1 changed to EEA Level 3
	June 30, 2017

	7.2
	1.0 / 3
	Added note Implement EEA Level 2 and Level 3
	July 28, 2017

	7.2
	1.0 / 4
	Updated Implement EEA Level 3
	September 29, 2017

	8.1
	1.0 / 1
	All procedures in this manual have been reviewed

Updated Primary Control Center 4th note
	December 28, 2017

	3.3


	1.0 / 1


	Updated Day Ahead RRS Sufficiency Monitoring, moved Real-time RRS Sufficiency Monitoring down, added Look Ahead Critical Inertia Level Sufficiency Monitoring and Real-time Critical Inertia Level Sufficiency Monitoring
	February 28, 2018

	9.1
	1.0 / 2
	Updated Note
	March 30, 2018

	2.2
	1.0 / 1
	Updated procedure purpose
	May 1, 2018

	5.1
	1.0 / 2
	Added Phase Angles steps
	May 31, 2018

	5.1
	1.0 / 3
	Updated and named step to Voltage contingencies
	August 31, 2018

	4.1

4.2


	1.0 / 1

1.0 / 1


	Updated procedure purpose, added note and updated step

Updated procedure purpose, added note and updated step

All procedures in this manual have been reviewed
	December 28, 2018

	4.2
	1.0 / 2
	Updated steps
	January 31, 2019

	3.1

4.1


	1.0 / 3

1.0 / 2


	Deleted all steps Monitor Large Ramp Events

Added Intra-Hour Wind Forecast and added Note 

Updated STWPF Selection Change due to forecast vs. output deviation and added Note
	August 1, 2019

	4.1

4.7

5.1
	1.0 / 3

1.0 / 0

1.0 / 4
	Removed Weather Forecast

Created section Weather Forecast Errors

Updated Voltage Contingencies
	November 1, 2019

	7.2

7.3


	1.0 / 5

1.0 / 1


	Updated MSSC

Updated MSSC

All procedures in this manual have been reviewed
	January 1, 2020

	3.3
5.1
7.3
8.1
	1.0 / 2
1.0 / 5
1.0 / 2
1.0 / 2
	Clarified RUC-commits/decommits
Clarified RUC-commits/decommits
Clarified RUC-commits/decommits
Updated Primary Control Center steps 1 & 3
	January 31, 2020


