Power Operations Bulletin # 914
ERCOT has posted/revised the Shift Supervisor Desk manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
6.1
Reports

Procedure Purpose: Provide reporting criteria and instructions for the daily reports sent to the PUC, the process to report certain events to the Texas Reliability Entity, posting EEA notices to RCIS and the process for reporting system disturbances to NERC and DOE.

	Protocol Reference
	 22 (B)
	6.5.1.2 (4)
	
	

	Guide Reference
	3.2.3
	4.7
	
	

	NERC Standard
	EOP-004-4

R1, R2 


	EOP-010-1

R1, R1.1, R2


	EOP-011-1

R2, R2.1, R2.2, R2.2.2, R2.2.3, R2.2.3.2, R2.2.3.3, R2.2.5
	


	Version: 1 
	Revision: 40
	Effective Date:  November 1, 2019


	Step
	Action

	PUCT Daily Report

	NOTE
	The PUCT Daily Report is automatically sent at 0530 and again at 1430 each day during the summer.  During the Fall, Winter and Spring the PUCT Daily Report is automatically sent at 0230 and again at 1430 each day.  Notify Grid Applications Development if the report fails to automatically send. 

	Prepare Report
	During the Summer prepare the PUCT Daily Report between 0530 – 0600 and again between 1430 – 1500 each day.  During the Fall, Winter and Spring prepare the PUCT Daily Report between 0230 – 0300 and again between 1430 – 1500 each day.  Management will coordinate the transition of reports so that everyone knows the appropriate times that the report should be sent.

	Review Report
	Open up the PUCT Report site and review at any time.  If required to send out the report manually, click on the camera to send yourself a PUCT Report.

	E-Mail

Report
	E-mail the report to the distribution list entitled “PUC-Available Generating Resources.”

Subject line example: 0600 PUCT Report June 1, 2019 

	Unit Trip Posting

	Report
	Complete the Unit Trip posting for the previous day between 0000 – 0800 each day of the week.

	Analyze
	Review:

· Any unit trips from the previous day,

· Post an Operational Information message, low priority, on MIS Public

	<450 MW
	IF:

· No trips are greater than 450 MW,
· Post the following message example on MIS Public

	Post
	No sudden loss of generation greater than 450 MW occurred on <Date>. 

	≥450 MW
	IF:

· A trip was 450 MW or more,

· Post the following message example on MIS Public

	Post
	On <Date>, a sudden loss of generation occurred at <Time> totaling *** MW. Frequency declined to **.*** Hz, ERCOT load was **,*** MW.

	Multiple Trip Example
	On <Date>, a sudden loss of generation occurred at <Time> totaling *** MW. Frequency declined to **.*** Hz, ERCOT load was **,*** MW. Another sudden loss of generation occurred at <Time> totaling *** MW. Frequency declined to **.*** Hz, ERCOT load was **,*** MW.

	Event Analysis Reporting

	1
	WHEN an event occurs that is listed on the “event list” below, before shift is over:

· E-mail information to Manager, System Operations and Designee

· The subject line of the e-mail should read “TRE Event.”

	Event

List
	For purposes of the event analysis program, brief reports must be completed with 10 days.  Most events listed are either OE-417 or EOP-004 reportable, those timelines and forms will be used in place of the EA brief report.  

Category 1 Events:

· An unexpected outage, contrary to design, of three or more BES Facilities caused by a common disturbance:

· The sustained outage of a combination of three or more BES Facilities

· The outage of an entire generation station of three or more generators (aggregate generation of 500 MW to 1,999 MW); each combined cycle unit is counted as one generator

· Intended and controlled system separation by the proper operation of a RAS

· Failure or misoperation of BES RAS

· System-wide voltage reduction of 3% or more that lasts more than 15 continuous minutes due to a BES emergency

· Unintended BES system separation that results in an island of 100 MW to 999 MW. This excludes BES radial connections, and non-BES (distribution) level islanding

· The loss of generation of 1,000 MW to 1,999 MW

· Loss of monitoring or control, at a control center, such that it significantly affects the entity’s ability to make operating decisions for 30 continuous minutes or more 

Examples include, but are not limited to the following: 

· Loss of operator ability to remotely monitor or control BES elements 

· Loss of communications from SCADA RTU 

· Unavailability of ICCP links reducing BES visibility 

· Loss of the ability to remotely monitor and control generating units via AGC 

· Unacceptable state estimator or contingency analysis solutions 

Category 2 Events:

· Complete loss of Interpersonal Communication and Alternative Interpersonal Communication capability affecting its staffed BES control center for 30 continuous minutes or more 

· Voltage excursions within a Transmission Operator’s footprint equal to or greater than 10% lasting more than 15 continuous minutes

· Complete loss of off-site power (LOOP) to a nuclear generating station per the Nuclear Plant Interface Requirement

· Unintended system separation that results in an island of 1,000 MW to 4,999 MW

· Unintended loss of 300 MW or more of firm load for more than 15 minutes

· IROL Violation for time greater than Tv.

Category 3 Events:

· Unintended loss of load or generation of 2,000 MW or more

· Unintended system separation that results in an island of 5,000 MW to 10,000 MW

Category 4 Events:

· Unintended loss of load or generation from 5,001 MW to 9,999 MW

· Unintended system separation that results in an island of more than 10,000 MW

Category 5 Events:

· Unintended loss of load of 10,000 MW or more

· Loss of generation of 10,000 MW or more

	NERC and DOE Reporting Operating Plan

	NOTE
	Send an email to “SysOpsMgrs” when a NERC or DOE reporting event occurs or if suspected to occur and verify it was received due to potential time constraints on report submissions. 

	OE-417

Reporting

Events
	DOE OE-417 forms can be downloaded at: http://www.eia.gov/survey/form/oe_417/form.pdf.  

The events listed below must be reported within 1 hour of the incident:  

· Physical attack that causes major interruptions or impacts to critical infrastructure facilities or to operations

· Cyber event that causes interruptions of electrical system operations

· Complete operational failure or shut-down of the transmission and/or distribution electrical system

· Electrical System separation (Islanding) where part or parts of a power grid remain(s) operational in an otherwise blacked out area or within the partial failure of an integrated electrical system

· Uncontrolled loss of 300 MW or more of firm system loads for more than 15 minutes from a single incident

· Firm Load shedding of 100 MW or more implemented under emergency operational policy 

· System-wide voltage reduction of 3% or more

· Public appeal to reduce the use of electricity for purpose of maintaining the continuity of the electric power system 
The events listed below must be reported within 6 hours of the incident:

· Physical attack that could potentially impact electric power system adequacy or reliability; or vandalism which target components of any security systems

· Cyber event that could potentially impact electric power system adequacy or reliability

· Loss of electric service to more than 50,000 customers for 1 hour or more

· Fuel supply emergencies that could impact electric power system adequacy or reliability

The events listed below must be reported by the later of 24 hours of recognition of meeting an event threshold for reporting or by the end of the next business day (4 p.m. local time will be considered the end of the business day):

· Damage or destruction of a Facility that results in action(s) to avoid a Bulk Electric System Emergency

· Damage or destruction of its Facility that results from actual or suspected intentional human action
· Physical threat to its Facility excluding weather or natural disaster related threats, which has the potential to degrade the normal operation of the Facility. Or suspicious device or activity at its Facility

· Physical threat to its Bulk Electric System control center, excluding weather or natural disaster related threats, which has the potential to degrade the normal operation of the control center. Or suspicious device or activity at its Bulk Electric System control center

· Bulk Electric System Emergency resulting in voltage deviation on a Facility; A voltage deviation equal to or greater than 10% of nominal voltage sustained for greater than or equal to 15 continuous minutes

· Uncontrolled loss of 200 Megawatts or more of firm system loads for 15 minutes or more from a single incident for entities with previous year’s peak demand less than or equal to 3,000 Megawatts
· Total generation loss, within one minute of: greater than or equal to 1,400 Megawatts in the ERCOT Interconnection 

· Complete loss of off-site power (LOOP) affecting a nuclear generating station per the Nuclear Plant Interface Requirements

· Unexpected Transmission loss within its area, contrary to design, of three or more Bulk Electric System Facilities caused by a common disturbance (excluding successful automatic reclosing)

· Unplanned evacuation from its Bulk Electric System control center facility for 30 continuous minutes or more

· Complete loss of Interpersonal Communication and Alternative Interpersonal Communication capability affecting its staffed Bulk Electric System control center for 30 continuous minutes or more

· Complete loss of monitoring or control capability at its staffed Bulk Electric System control center for 30 continuous minutes or more

	Event 

Reporting

EOP-004-4
	If an EOP-004 reportable event is also a reportable event under the OE-417 requirements, the OE-417 form can be used to report to NERC and DOE. 

The events listed below must be reported by the later of 24 hours of recognition of meeting an event threshold for reporting or by the end of the next business day (4 p.m. local time will be considered the end of the business day).

· Damage or destruction of a Facility that results in actions to avoid a BES Emergency

· Damage or destruction of a Facility that results from actual or suspected intentional human action

· Physical threats to a Facility excluding weather or natural disaster related threats, which has the potential to degrade the normal operation of the Facility or suspicious device or activity at a Facility

· Physical threats to its BES control center, excluding weather or natural disaster related threats, which has the potential to degrade the normal operation of the control center or suspicious device or activity at its BES control center

· Public appeal for load reduction to maintain continuity of the BES 

· System wide voltage reduction of 3% or more

· Firm load shedding ≥ 100 MW (manual or automatic)

· Voltage deviation of =/> 10% of nominal voltage sustained for ≥ 15 continuous minutes

· Uncontrolled loss of firm load for greater than 15 minutes from a single incident:

· ≥ 300 MW for entities with a previous year’s demand of ≥ 3,000 MW OR
· ≥ 200 MW for all other entities

· Each system separation resulting in an island ≥ 100 MW 

· Loss of generation of ≥ 1,400 MW 

· Complete loss of off-site power affecting a nuclear generating station per the Nuclear Plant Interface Requirement

· Unexpected loss within its area, contrary to design, of three or more BES Elements caused by a common disturbance (excluding successful automatic reclosing)

· Unplanned evacuation from BES control center facility for 30 continuous minutes or more

· Complete loss of Interpersonal Communication and Alternative Interpersonal Communication capability affecting its staffed BES control center for 30 continuous minutes or more

· Complete loss of monitoring or control capability at its staffed BES control center for 30 continuous minutes or more 

	Reporting

To

Entities
	When required to file or forward a report from other entities, the Manager, of System Operations or the Designee will be responsible.

File or forward the disturbance report to the following entities:

· NERC System Awareness (systemawareness@nerc.net)

· NERC (operations@eisac.com), requirement for cyber and courtesy copy for all other reports

· Fax (404) 446-9770, if internet down

· Phone (404) 446-9780 

· DOE when required above  (doehqeoc@oem.doe.gov)
· Fax (202) 586-8485, if internet down

· Phone (202) 586-8100

· NERC and DOE Disturbance Reporting distribution list

In the body of the e-mail, type the following:

· "Contains Privileged Information and/or Critical Energy Infrastructure Information - Do Not Release".

	NOTE
	· If adverse conditions prevent reporting the damage caused by an event and issuing a written Event Report within the timing of the Standard, notify NERC and Texas RE and provided as much information as is available at the time of the notification.
· Please be aware that for phone calls to NERC, you will be prompted by a computerized auto-attendant to press 1 for operational issues or 2 for cyber-security issues.

	RCIS Reporting

	EEA

Postings
	There are four levels of Emergency Energy Alert (EEA). As ERCOT enters each level, postings must be made on the RCIS under “Energy Emergency Alert”:

· “ERCOT is declaring EEA 1”

· “ERCOT is declaring EEA 2” 

· “ERCOT is declaring EEA 3”

· “ERCOT is in EEA 0 and back to normal operations.” 

	NXT Notification Requirements

	Beginning

of each

Shift
	Log into the NXT Communicator at the beginning of each shift in order to make the required notification quickly. 

· If issues arise and you are unable to log into the NXT Communicator with your user name, notify the helpdesk and request immediate assistance.

	NOTE
	NXT notification should be coordinated with the Shift Engineer.

	Watch
	IF:

· A Watch for Physical Responsive Capability is initiated,

THEN:

· Select the “SO Watch PRC below 2500” Scenario and activate notification,

WHEN:

· A Watch for Physical Responsive Capability has been cancelled,
THEN:

· Select the “SO Watch for PRC Cancelled” Scenario and activate notification.

	EEA

Implementation Levels
	IF:

· ERCOT initiates EEA Level 1,
THEN:

· Select the “SO EEA Level 1” Scenario and activate notification,
IF:

· ERCOT initiates EEA Level 2,
THEN:

· Select the “SO EEA Level 2” Scenario and activate notification,
IF:

· ERCOT initiates EEA Level 3 without Load Shed,
THEN:

· Select the “SO EEA Level 3, NO Load Shed” Scenario and activate notification.
IF:

· ERCOT initiates EEA Level 3 with Load Shed,
THEN:

· Select the “SO EEA Level 3, WITH Load Shed” Scenario and activate notification.

	EEA

Termination Levels
	WHEN:

· EEA Level 3 is terminated,
THEN:

· Select the “SO EEA Level 3 to EEA Level 2” Scenario and activate notification,
WHEN:

· EEA Level 2 is terminated,
THEN:

· Select the “SO EEA Level 2 to EEA Level 1” Scenario and activate notification,
WHEN:

· EEA Level 1 is terminated,
THEN:

· Select the “SO EEA Level 1 Cancellation” Scenario and activate notification.

	Loss of

Firm

Load
	IF:

· An Operator (ERCOT or TO) has issued a request for firm load shed of ≤ 100 MW,
THEN:

· Notify the Manager, System Operations and/or Designee immediately.

WHEN:

· An Operator (ERCOT or TO) has issued a request for firm load shed of ≥ 100 MW,
THEN:

· Notify the Manager, System Operations and/or Designee immediately,

· Select the “SO Request Firm Load Shed” Scenario and activate notification.

	NXT Testing
	WHEN:

· Performing  Shift Supervisor Procedure 9.2 Monthly Testing of Non-Routinely used Telecommunications Facilities,
THEN:

· Select the “SO ENS Test” Scenario and activate notification.

	ERCOT Morning Report

	NOTE
	· This report is currently only required Monday – Friday.

· The Morning Report form is located on the _Operations Official Spreadsheets folder

	1
	Weather Information:

· The temperatures are automatically pulled from the EMS, however please verify temperatures from a National or Local Weather Service for each city listed and adjust as necessary..

· Enter the current day forecast conditions for each city listed.

	2
	Load Data:
· The All-Time Peak MW and Seasonal Peak MW will be provided as needed. 

· Verify the Projected Peak MW and peak hour for the current day.  Use the most reasonable forecast, which may not be the highest.

· Verify the Previous Day Actual MW.

	3
	Interchange: 

· Verify the net flow across the DC-Ties for the peak hour.  This can be obtained from the MOI under “DC Tie Scheduling” or from the Excel MAI.

	4
	Transmission Line Outages:

· Verify the number of 345 kV line segment outages for the peak hour.

	5
	Generation MW Totals:

· Verify the Generation scheduled outage MW total.

· Verify the Generation forced outage MW total.

	6
	Projected MW Reserves:

· Verify the Responsive Reserve requirement at the Project Peak.

· Verify the anticipated operating reserves available at time of peak.

· The anticipated operating reserves can be found by adding the “Max Cap. Room” and Responsive Reserve requirement.

	7
	Recent ERCOT Congestion Activity:

· No action needed

	8
	Comments:

· List any active OCNs, Advisories, Watches or Emergency notices.

	9
	Select:

Create Report

	EMAIL
	The file is transferred to P:\SYSTEM OPERATIONS drive in the NERC Morning Report Folder.   This report should be sent as an attachment by 0700 using the e-mail distribution list entitled “ERCOT Morning Report.”

The subject line of the e-mail should read “ERCOT Morning Report for <date>”

	RMR Unexcused Misconduct Events

	NOTE
	· For a RMR unit, a “Misconduct Event” means any hour or hours during which Participant is requested to, but does not; deliver the energy at a level of at least 98% on each hour of the level shown in the Availability Plan.

· For a Synchronous Condenser Unit, a “Misconduct Event” means any hour or hours during which Participant is requested to, but does not, synchronize the Unit to the ERCOT Transmission Grid during any hour in which the Unit is shown in the Availability Plan

	1
	IF:

· An RMR or Synchronous Condenser fail to deliver the energy when requested to;

THEN:

· Notify the Manager of System Operations and/or Designee.

· The manager will gather the detailed information and send an e-mail to “Nodal Settlements and Billing” with the subject line “Action Required – RMR Unexcused Misconduct Event”. 

	Shift Schedule

	NOTE
	· Shift Schedules will be posted to the MIS under GRID on the Transmission Page in the Transmission Supporting Information section.  

· The posting of the schedule will be current at all time to be compliant with the Protocols.

	Geomagnetic Disturbance (GMD)

	NOTE
	 Solar storms or Geomagnetic disturbances (GMDs) are caused by the interaction of coronal mass ejections (solar flares) with the Earth’s Ionosphere. This interaction produces ionospheric currents in the magnitude of millions of amperes which disturb Earth’s magnetic field. This disturbance induces voltage potential at Earth’s surface which results in geomagnetically induced currents (GICs) in conducting paths such as long transmission lines, pipelines, cables etc. GICs are low frequency or quasi-DC currents which enter and exit the power system at transformer groundings and grounded transmission lines. GICs of 100’s of amperes in magnitude have been recorded. Hence the GICs have the potential to disrupt the normal operation of power system and may damage transformers. GICs may also lead to the loss of reactive power support and hence may cause voltage instabilities.

	Monitor
	Monitor forecasted and current space weather:
· Reliability Coordinator Information System (RCIS) at https://rcis.nerc.net
· NOAA’s Space Weather Prediction Center

http://www.swpc.noaa.gov/

	Warning

(Forecasted)
	WHEN:

· A forecasted GMD Warning is issued for K-7 and greater or G3 and greater;

THEN: 

· Post message on MIS Public

· Notice Type: Operational Information

· Notice Priority: Low

Typical MIS Posting:
The Space Weather Prediction Center has issued a GMD Warning of [state level] until [date and time].

Notify Operations Support to run power flow studies to identify 345kV transformers loaded above 70% and develop a mitigation plan if needed.

	Extend
	IF:

· The Warning is extended or K level increases/decreases;

THEN: 

· Post new message on MIS Public and
· Cancel the older message
Typical MIS Posting:
The Space Weather Prediction Center has extended the GMD Warning of [state level] until [date and time].

	Cancel
	WHEN:

· The Warning is no longer valid;

THEN: 

· Cancel the MIS posting.

	Alert

(Current)
	WHEN:

· An Alert for a GMD is issued for K-7 and greater or G3 and greater, or the K level increases/decreases;

THEN: 

· Instruct the Transmission & Security and Real-Time Operators to implement their GMD procedures to make additional postings and Hotline calls.

	Extend
	IF:

· The Alert is extended or the K level is increased/decreases;

THEN: 

· Instruct the Operators to extend the Alert and/or make notifications regarding storm severity.

	Cancel
	WHEN:

· K levels drop below K7 or when the Warning is no longer valid;

THEN: 

· Instruct the Operators to cancel the Advisory for the Alert.

	Issues
	IF:

· Any TO reports an issue due to the GMD event;

THEN: 

· Send e-mail to the following with the details
· Operations Analysis

· Operations Support

· Shiftsupv

	Gas Restrictions

	1
	Once notified by a QSE of gas restrictions

· Send an e-mail to “Gas Company Notifications”.  This will notify all appropriate ERCOT staff.

	2
	Determine:

· If the gas restriction could impact electric power system adequacy or reliability,

THEN:

· Proceed to “Reports” procedure for NERC/DOE reporting requirements, AND
· Consider fuel switching for the generation that has this capability

This data can be viewed at ERCOT SharePoint > System Operations – Control Center > Quick Links > Fuel Oil Capability

	Remedial Action Schemes (RAS)

	
	IF:
· A Monthly RAS report is received by e-mail;

THEN:

· Forward reports to:

· OPS Support Engineering
· Operations Analysis
· Shift Supervisors 


7.2
EEA Implementation Checklist

shift Supervisor – EEA IMPLEMENTATION Check List

	
	Prior to entering EEA 
	To be considered when ERCOT anticipates entering into an  EEA Event or one is imminent 

	Time
	Action
	Comment

	
	· Media Appeal for voluntary energy conservation.
	

	
	· TCEQ exercising enforcement discretion for exceedance of generating plants environmental limits
	

	
	· ERCOT and the TO agree to use a 15-minute Rating
· Identify the appropriate double-circuit contingency and constrain on the single-circuit contingency to make more generation available
	

	
	· ERCOT notifies MISO or SPP to request one or more SWGRs be switched into ERCOT
	


	Time
	Action
	Comment

	
	Administrative tasks applicable to each step:
	

	
	· Hotline calls made
	

	
	· NXT System activated
	

	
	· MIS message posted
	

	
	· SPP RC Notified
	

	
	· RCIS Posting
	

	
	1.0 
	

	
	· Ensure 3-part communication is used
	

	
	· Update EEA Dashboard
	

	
	EEA  Level 1 Implementation 
	PRC <2300 MW and is not projected to be recovered above 2300 MW within 30 minutes without the use of EEA Level 1

	
	· TCEQ exercising enforcement discretion for exceedance of generating plants environmental limits
	

	
	· Non-Spin deployed
	

	
	· 30 MIN ERS deployed, if deploying in Level 1.  This includes Weather-Sensitive if available and Time Periods TP3 & TP4
	

	
	· Resource testing suspended
	

	
	· Online RMRs loaded to full output
	

	
	· Emergency Energy procedures implemented across CENACE DC-Ties
	

	
	· EEA 1 Schedule requested across SPP DC-Ties
	

	
	· RUC VDI/electronic Dispatch Instruction confirmation, as appropriate/including EMR 
	

	
	· OE-417 for public appeals
	

	
	· PRC <2000, Manually Deploy RRS
	


	
	EEA  Level 2 Implementation

Maintain steady state system frequency at a minimum of 59.91 Hz and maintain PRC above 1000 MW 
	PRC <1750MW or unable to maintain system frequency at a minimum of 59.91 Hz and is not projected to be recovered above 1750 MW within 30 minutes without the use of EEA Level 2

	
	· Media Appeal for voluntary energy conservation.
	

	
	· Load Resources deployed and/or ERS Resources

· Block 1 (<1750MW)

· Block 2 (as needed)

· Both (<1375MW)
	

	
	· 30 MIN ERS deployed, if not deployed in Level 1.  This includes Weather-Sensitive
	

	
	· 10 MIN ERS deployed, if deemed necessary
	

	
	· ERCOT and the TO agree to use a 15-minute Rating
· De-activate the appropriate double-circuit contingency and constrain on the single-circuit contingency to make more generation available
	

	
	· TOs load management program deployed if deemed necessary if June - September
	

	
	· Emergency Energy Procedures implemented across SPP DC-Ties
	

	
	· TOs notified of Load Resource deployment
	

	
	· Distribution voltage reduction, as appropriate
	

	
	· RUC VDI/electronic Dispatch Instruction confirmation, as appropriate/including EMR
	


	
	EEA  Level 3 Implemention Without FIRM LOAD SHED
	ERCOT will declare an EEA Level 3 when PRC cannot be maintained above 1,375 MW.

	
	· PRC <1375 MW, see additional actions required
	

	
	EEA  Level 3 Implemention With FIRM LOAD SHED
	PRC < 1000 MW and is not projected to be recovered above 1,000 MW within 30 minutes, or when the clock-minute average frequency falls below 59.91 Hz for 25 consecutive minutes

	
	· Firm Load shed ordered (100 MW blocks)
	

	
	· QSEs notified of Firm Load shed
	

	
	· Load shed achieved
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