	ERCOT Operating Procedure Manual

	Transmission and Security Desk



Power Operations Bulletin # 846
ERCOT has posted/revised the Transmission and Security manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.2
Communication
Procedure Purpose:  To ensure proper communication is used to reduce the possibility of miscommunication that could lead to action or inaction harmful to the reliability of the grid.
	Protocol Reference
	6.5.7.8
	6.5.8
	
	

	Guide Reference
	3.1.3
	
	
	

	NERC Standard
	COM-002-4
	
	
	


	Version: 1 
	Revision: 5
	Effective Date:  May 1, 2018


	Step
	Action

	Three-Part Communication

	NOTE
	· Operating Instructions and Dispatch Instructions are synonymous and both require ‘three-part communication’.

· Refer to the Communications Protocols document for requirements.

	1
	When issuing Operating Instructions, use three-part communication:

· Issue the Operating Instruction

· Receive a correct repeat back

· Give an acknowledgement



	2
	Many scripts have been placed throughout the procedures as a reminder for the three-part communication.  However, a script cannot be provided for every scenario.  Effective three-part communication skills are mandatory.

	Hotline Call Communication

	1
	When making Hotline calls, verify that every TO has answered.

IF:

· Not every TO answered the Hotline;

THEN:

· Contact them using their OPX line or LD line to provide them with the message

· Inquire why they were not on the Hotline call

· Open a Help ticket if ERCOT’s Telecommunications department is needed to investigate.

	Master QSE

	1
	Issue the VDI to the Master QSE of a Generation Resource that has been split to function as two or more Split Generation Resources as deemed necessary by ERCOT to effectuate actions for the total Generation Resource for instances when electronic Dispatch Instructions are not feasible.

	LOG
	Log all actions.


4.2
Transmission Congestion in the Rio Grande Valley
Procedure Purpose:  To verify and take corrective action for post-contingency overloads and/or voltage conditions.
	Protocol Reference
	4.4.4(11)
	4.4.4(12)
	
	

	Guide Reference
	2.2.2
	
	
	

	NERC Stadard

	EOP-011-1

R1, R1.1, R1.2.3, R1.2.4, R2, R2.1
	IRO-001-4

R1
	IRO-002-5

R5
	IRO-006-TRE-1

R1, R2

	
	IRO-008-2

R2, R3, R5, R6
	PER-004-2 

R2
	TOP-001-3

R1, R7, R8, R10, R10.1, R10.2, R14
	TOP-002-4

R2, R3
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	Step
	Action

	Rio Grande Valley

	NOTE
	DC Tie exports shall not be curtailed during the Adjustment Period, or for more than one hour at a time, except for the purpose of maintaining reliability.

	RUC/

Future

Studies
	IF:

· HRUC or off-line studies indicate the need to commit Valley Resources, 

THEN:

· Commit for time-frame needed
IF:

· If studies show high probability of load shed with all available Valley  Resources committed, exports on DC-R curtailed, available emergency energy from DC-R, and any outages that can be returned to service within time-frame needed;
THEN:

· Issue a transmission emergency for the hours projected to be in this condition

	Topology 

Change
	IF:

· A topology change occurs;

THEN:

· Re-run RTCA and VSAT.
IF:

· A constraint needs to be controlled before the next SCED run

THEN:

· Manually run RTCA after activating the constraint, AND

· Manually execute the SCED process

	Reliability Margin


	· IF:

· Reliability Margin ≤350 MW

THEN:
· Instruct TOs in the affected areas to coordinate with generators and TOs to increase voltages by placing capacitor banks in-service and turning off reactors near the weak busses that are available without exceeding high Voltage SOLs.
T#93 Rio Grande Valley Reliability Margin ≤350 MW:
Example of stations:

COFFPORT     GARZA     LA_PALMA     NEDIN     RANGERVL     RIOHONDO     RIO_GRAN     RIO_RICO     STEWART     WESLACO

	1
	IF:

· A post-contingency overload is approaching 98% of the Emergency Rating with shift factors for a DC-Tie export;

THEN:

· Activate the constraint if a 2% or more shift factor exists.

IF:

· Shift factors exists for a DC-Tie export only or if activating the constraint does not fully resolve the congestion;

THEN:

· Ensure appropriate Resources have been committed,

· Issue a Transmission Watch

· Make Hotline call to TOs

· Post message on MIS Public 

· Notify Real-Time Desk to make Hotline call to QSEs

· Request DC-Tie Operator to curtail any exports to zero (0) on the Railroad DC-Tie or a specific MW amount 

· Ensure a Mitigation Plan exists for the contingency and review with  TO,

· If no Mitigation Plan exists, notify Operations Engineer to create one.  

T#89 - Typical Hotline Script for Transmission Watch for the Rio Grande Valley Import

Typical MIS Posting Script:
A Transmission Watch has been issued for the Rio Grande Valley due to the Rio Grande Valley Import.

	2
	WHEN:

· VSAT runs and provides an updated limit for the Valley Import;

THEN:

· Update RTMONI.

WHEN:

· The Valley Import is approaching 85% of the limit, OR

· The Reliability margin is approaching 150;

THEN:

· Activate the Valley Import constraint.
OR

WHEN:

· There is a transmission outage on a 345kV into the Valley (refer to Operations Support Engineer for limit);

THEN:

· Ensure RTMONI is updated with the limit.

WHEN:

· The Valley Import is approaching 85% of the limit, 
THEN:

· Activate the Valley Import constraint.
Note: For an unsolved contingency scenario, activate the Valley Import constraint to get the contingency to solve.  This may require setting the %Rating lower than 85%.

	3
	IF:

· One of the following conditions exist without a generation solution:

· Unsolved contingency

· Post-contingency loss of a 345kV to the Valley overloads a 345kV

· Post-contingency overload above 125%

· Valley import is above 90% 

· Reliability margin is below 95;

THEN:

· Issue a Transmission Emergency Notice
· Make Hotline call to TOs

· Posting message on MIS Public 

· Notify Real-Time Desk to make Hotline call to QSEs

T#29 - Typical Hotline Script for Transmission Emergency for the Rio Grande Valley or Laredo Area

Typical MIS Posting Script:
Transmission Emergency Notice has been issued for the Rio Grande Valley due to [state issue used in hotline call].
Edit script as needed to fit situation.

	4
	IF:

· The Transmission Emergency is issued, AND

· One of the following conditions exist without a generation solution:

· Unsolved contingency

· Post-contingency loss of a 345kV to the Valley overloads a 345kV

· Post-contingency overload above 125%

· Valley import is above 90% 

· Reliability margin is below 95;

THEN:

· Request Resource Operator to deploy Load Resources in the Valley that have an obligation. 

	5
	IF:

· The Transmission Emergency is issued, AND

· One of the following conditions exist without a generation solution:

· Unsolved contingency

· Post-contingency loss of a 345kV to the Valley overloads a 345kV

· Post-contingency overload above 125%

· Valley import is above 95% 

· Reliability margin is below 85;

THEN:

· Request DC-Tie Operator to curtail any exports on the Railroad DC-Tie
· Request emergency energy from the appropriate DC-Tie Operator across the Railroad DC-Tie.
IF:

· CENACEE is able to send emergency

· Notify ERCOT DC-Tie Operator

	6
	IF:

· There are no exports schedules to curtail or exports have been curtailed and the transmission area is in an unreliable condition without a generation solution and includes one of the following:

· Unsolved contingency

· Post-contingency loss of a 345kV to the Valley overloads a 345kV

· Post-contingency overload above 125%

· Valley import is above 100% 

· Reliability margin is below 25;

 THEN:

· Follow mitigation plan

	Cancel
	Make appropriate cancellations when back to normal operations.

	LOG
	Log all actions.

	Transmission/Capacity Issues within the CENACE Area

	NOTE
	On the CENACEE side of the Railroad DC-Tie, there is an automatic runback scheme that runs back the DC-Tie under CENACE contingency conditions.  

	1
	IF: 

· Notified by a DC-Tie Operator that CENACE is unable to maintain reliability and needs to curtail an E-Tag; 

THEN:

· Verify the MW amount, DC-Tie and time of the curtailment,
· Notify ERCOT DC-Tie operator with information.



	2
	IF: 

· Notified by a DC-Tie Operator that CENACE is requesting emergency energy; 

THEN:

· Determine which DC-Tie(s) and amount being requested,
· Determine or have Operations Support Engineer determine that sending emergency energy to CENACE would not put ERCOT in an emergency condition

IF: 

· ERCOT is able to send CENACE emergency energy; 

THEN:

· Notify ERCOT DC Tie Operator with information and request they issue an electronic Dispatch Instruction.

	3
	WHEN:

· Notified by a DC-Tie Operator that CENACE no longer is in need of emergency energy;

THEN:

· Notify the ERCOT DC Tie Operator with information.

	LOG
	Log all actions.


4.5
GTC Stability Limits
Procedure Purpose: Maintain transmission stability within the ERCOT region when there is a Generic Transmission Constraint (GTC).
	Protocol Reference
	6.5.9.1(1)(e)
	
	
	

	Guide Reference
	2.2.2
	4.5.2(2)(b)
	
	

	NERC Standard

	IRO-001-4

R1
	IRO-002-5

R5
	IRO-006-TRE-1
R1, R2
	IRO-008-2

R2, R3, R5, R6

	
	TOP-001-3

R1, R10, R10.1, R10.2, R14
	TOP-002-4

R2, R3
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	Step
	Action

	Panhandle Stability

	Weighted Short Circuit Ratio
	The value of the limit on transfers across the Panhandle GTC will be set by the lower good value of the voltage stability limit (VSAT) or the system strength limit (WSCR).

	1
	WHEN:

· VSAT runs and provides an updated limit for the Panhandle Stability;

THEN:

· Update RTMONI.

WHEN:

· The BASECASE PNHNDL is approaching 85% of the limit;

THEN:

· Activate the BASECASE PNHNDL constraint in TCM, AND;
· Raise the BASECASE PNHNDL to 95% as the flow stabilizes.

	NOTE
	For an unsolved contingency scenario, activate the BASECASE PNHNDL constraint to get the contingency to solve.  This may require setting the %Rating lower than 85%.

	Topology 

Change
	IF:

· A topology change occurs;

THEN:

· Re-run RTCA and VSAT.
IF:

· A constraint needs to be controlled before the next SCED run

THEN:

· Manually run RTCA after activating the constraint, AND

Manually execute the SCED process

	Log
	Log all actions.

	Nelson Sharpe – Rio Hondo 345kV Stability

	Note
	All lines are in-service, Rio Hondo 345 kV Series Cap in-service and improved reactive controls (capacitor switching scheme at Texas Gulf Wind is available) there is no local voltage stability issue in South Texas near Ajo.

	1
	IF:

· An outage has occurred on any of the identified elements in the table;

THEN:

· Refer to the constraint limit,

WHEN:

· The BASECASE NELRIO is approaching 85% of the limit;

THEN:

· Activate the BASECASE NELRIO constraint in TCM
· The constraint activates AND;  

· Raise the BASECASE NELRIO to 98% as the flow stabilizes.

	2
	If there is more than one line out of service or AEP is unable to manage the reactors at Ajo to control voltages, use the most restrictive limit in RTMONI.  With more than one line out of service, this becomes more of a thermal issue and RTCA will most likely be more binding than the GTC.

	Log
	Log all actions.

	Red Tap Stability

	NOTE
	When all lines are in-service, there is no local voltage stability issue. 

	1
	IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE REDTAP flow is approaching 85% of the limit in TCM;

THEN:

· Activate the BASECASE REDTAP constraint in TCM

· The constraint activates AND;  

· Raise the BASECASE REDTAP to 98% as the flow stabilizes.

	Log
	Log all actions.

	North Edinburg – Lobo Stability

	NOTE
	When all lines are in-service, there is no local voltage stability issue.

	1
	IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:
· The BASECASE NE_LOB flow is approaching 85% of the limit in TCM

THEN:
· Activate the BASECASE  NE_LOB constraint in TCM

· The constraint activates AND;  

· Raise the BASECASE NE_LOB to 98% as the flow stabilizes.

	Log
	Log all actions.

	East Texas Stability

	NOTE
	When all lines are in-service, there is no local voltage stability issue.

	1
	IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:
· The BASECASE EASTEX flow is approaching 85% of the limit in TCM

THEN:
· Activate the BASECASE  EASTEX constraint in TCM

· The constraint activates AND;  

· Raise the BASECASE EASTEX to 98% as the flow stabilizes.

	Log
	Log all actions.

	McCamey Stability

	NOTE
	When all lines are in-service, there is no local voltage stability issue.

	1
	IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:
· The BASECASE MCCAMY flow is approaching 85% of the limit in TCM

THEN:
· Activate the BASECASE MCCAMY constraint in TCM

· The constraint activates AND;  

· Raise the BASECASE MCCAMY to 98% as the flow stabilizes.

	Log
	Log all actions.

	Treadwell Stability

	NOTE
	When all lines are in-service, there is no local voltage stability issue.

	1
	IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:
· The BASECASE Treadwell flow is approaching 85% of the limit in TCM

THEN:
· Activate the BASECASE Treadwell constraint in TCM

· The constraint activates AND;  

· Raise the BASECASE Treadwell to 98% as the flow stabilizes.

	Log
	Log all actions.


7.1
Market Notifications
Procedure Purpose: Guidelines for issuing Emergency Conditions and the four possible levels: Operating Condition Notices (OCN), Advisories, Watches, and Emergency Notices.
	Protocol Reference

	6.3.3
	6.5.9.3

	6.5.9.3.1
	6.5.9.3.2

	
	6.5.9.3.3
	6.5.9.3.4
	
	

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	EOP-011-1

R1, R1.1
	TOP-001-3

R8
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	Step
	Action

	OCN

	NOTE
	Consider the severity of the potential Emergency Condition.  The severity of the Emergency Condition could be limited to an isolated local area, or the condition might cover large areas affecting several entities, or the condition might be an ERCOT-wide condition potentially affecting the entire ERCOT System.

	1
	As instructed by the Shift Supervisor or when appropriate, issue an Operating Condition Notice (OCN).  The OCN can be issued for any of the following reasons or to obtain additional information from TOs or QSEs.
· There is a projected reserve capacity shortage that could affect reliability and may require more Resources
· When extreme cold weather is forecasted approximately 5 days away
· When extreme hot weather is forecasted approximately 5 days away

· When an approaching Hurricane / Tropical Storm is approximately 5 days away 

· Unplanned transmission Outages that may impact reliability

· When adverse weather conditions are expected, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness

	Advisory

	1
	As instructed by the Shift Supervisor or when appropriate, issue an Advisory.  The Advisory can be issued for any of the following reasons or to obtain additional information from TOs or QSEs.
· When an approaching Hurricane / Tropical Storm is approximately 3 days away

· When extreme cold weather is forecasted approximately 3 days away
· When extreme hot weather is forecasted approximately 1 to 3 days away

· When conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term reliability
· ERCOT may exercise its authority to increase Ancillary Service requirements above the quantities originally specified in the Day-Ahead Market in accordance with ERCOT procedures
· When extreme weather or conditions require more lead-time than the normal Day-Ahead Market allows

· Transmission system conditions are such that operations within security criteria are not likely or possible due to Forced Outages or other conditions unless a CMP exists
· Loss of communications or control condition is anticipated or significantly limited

· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request

	Watch

	1
	As instructed by the Shift Supervisor or when appropriate, issue a Watch.  The Watch can be issued for any of the following reasons or to obtain additional information from TOs or QSEs.
· A projected reserve capacity shortage is projected with no market solution available that could affect reliability. 

· When an approaching Hurricane / Tropical Storm is approximately 1 day away

· When extreme cold weather is projected for next day or current day.

· When extreme hot weather is projected for next day or current day

· Conditions have developed such that additional Ancillary Services are needed in the Operating Period
· Insufficient Ancillary Services or Energy Offers in the DAM

· Market-based congestion management techniques embedded in SCED will not be adequate to resolve transmission security violations 
· Forced Outages or other abnormal operating conditions have occurred, or may occur that would require ERCOT to operate with active violations of security criteria as defined in the Operating Guides unless a CMP exists

· ERCOT varies from timing requirements or omits one or more Day-Ahead or Adjustment Period and Real-Time procedures.

· ERCOT varies from timing requirements or omits one or more scheduling procedures in the Real-Time process.

· The SCED process fails to reach a solution, whether or not ERCOT is using one of the measures in Failure of the SCED Process. 
· The need to immediately procure Ancillary Services from existing offers

· ERCOT may instruct TOs to reconfigure transmission elements as necessary to improve the reliability of the system
· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request

	Emergency Notice

	1
	As instructed by the Shift Supervisor or when appropriate, issue an Emergency Notice.  The Emergency Notice can be issued for any of the following reasons or to obtain additional information from TOs or QSEs.
· Loss of Primary Control Center Functionality

· Load Resource deployment for North-Houston voltage stability
· ERCOT cannot maintain minimum reliability standards (for reasons including fuel shortages) during the Operating Period using every Resource practically obtainable from the market

· Immediate action cannot be taken to avoid or relieve a Transmission Element operating above its Emergency Rating

· ERCOT forecasts an inability to meet applicable Reliability Standards and it has exercised all other reasonable options

· A transmission condition has been identified that requires emergency energy from any of the DC-Ties or curtailment of schedules
· The Transmission Grid is such that a violation of security criteria as defined in the Operating Guides presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to load (other than Load being served from a radial transmission line) and/or overload of  Transmission Elements, and no timely solution is obtainable through SCED or CMPs
· When extreme cold weather is beginning to have an adverse impact on the System
· When extreme hot weather is beginning to have an adverse impact of the System
· When Hurricane / Tropical Storm is in the ERCOT Region and is beginning to have an adverse impact on the System

	Operating Condition Scripts

	Hotline
	Communications must specify the severity of the situation, the area affected, the areas potentially affected, and the anticipated duration of the Emergency Condition.

T#37 –Typical Hotline Script for Operating Condition [OCN/Advisory/Watch/Emergency]


	Post
	All notices must be posted on the MIS Public using Notice Builder.

· For “free form” messages, the “Notice priority” will be specified as follows:

· Operational Information/OCN type messages – low priority

· Advisory/Watch type messages – medium priority

· Emergency type messages – high priority

	Hotline Cancellation
	T#38 – Typical Hotline Script to Cancel Operating Condition [OCN/Advisory/Watch/Emergency]


	Log
	Log all actions.

	Specific Scripts for QSE’s

	NOTE
	At times, the Real-Time, Resource or RUC operator takes the lead on the issuance of Hotline calls for specific procedures they have.  The following scripts are to help guide you when specific procedures don’t exist for the T/S operator.

	30%

Probability

Of Down

Ramp
	T#39 - Typical Hotline Script for OCN for Forecasted Probability of a Large Down Ramp
T#40 - Typical Hotline Script to Cancel OCN for Forecasted Probability of a Large Down Ramp
 

	NOTE
	Up ramps should be self-mitigating since a majority of the wind generators have governor response capabilities.



	SCED

Or 

RLC

Failure
	Note: RLC can fail independently of AGC; this same script will also be used for a RLC failure.  If RLC is failed, SCED will have invalid results.

T#41 - Typical Hotline Script for Watch for SCED/RLC Failure
T#42 - Typical Hotline Script to Cancel Watch for SCED/RLC Failure


	EMMS

(LFC and RLC/SCED)

Failure
	T#43 - Typical Hotline Script for Emergency Notice for LFC/EMS and SCED Failure
T#44 - Typical Hotline Script to Cancel Emergency Notice for LFC/EMS Functioning, SCED valid


	Increasing Amount of Ancillary Services
	T#45 - Typical Hotline Script for Watch to Increase Ancillary Services and Open SASM
T#46 - Typical Hotline Script to Cancel Watch to Increase Ancillary Services 


	A/S Insufficiency
Offers in DAM
	T#47 - Typical Hotline Script for Watch for Insufficient AS Offers in DAM
T#48 - Typical Hotline Script to Cancel Watch for Insufficient A/S Offers in DAM


	A/S Insufficiency

from DAM
	T#49 - Typical Hotline Script for A/S insufficiency in DAM
T#50 - Typical Hotline Script Cancellation



	REG/

RRS - RUC Committed Shortages
	T#51 - Typical Hotline Script for Watch for Insufficient A/S  Offers
T#52 - Typical Hotline Script to Cancel Watch for Insufficient A/S Offers


	DAM Timeline

Deviation
	T#53 - Typical Hotline Script for Advisory for DAM Timeline Deviation 

T#54 - Typical Hotline Script to Cancel Advisory for DAM Timeline Deviation


	DAM Failure
	T#55 - Typical Hotline Script for Watch for DAM Failure 

T#56 - Typical Hotline Script to Cancel Watch for DAM Failure
 

	DRUC Delay or Timeline Deviation
	57 - Typical Hotline Script for Advisory for DRUC Timeline Deviation 
T#58 - Typical Hotline Script to Cancel Advisory for DRUC Timeline Deviation


	DRUC  Timeline not Met
	T#59 - Typical Hotline Script for Watch for DRUC not completing by 18:00 

T#60 - Typical Hotline Script to Cancel Watch for DRUC not  completing by 18:00


	HRUC Failure or Timeline Deviation
	T#61 - Typical Hotline Script for Watch for HRUC Failure / Timeline Deviation 

T#62 - Typical Hotline Script to Cancel Watch for HRUC Failure/Timeline/Deviation


	DRUC

Committed 

For Capacity

Shortage
	T#63 - Typical Hotline Script for OCN for Projected Reserve Capacity Shortage 

T#64 - Typical Hotline Script to Cancel OCN for Projected Reserve Capacity Shortage


	Excess Generation
	T#65 - Typical Hotline Script for OCN for Projected Excess Reserve Capacity 

T#66 - Typical Hotline Script to Cancel OCN for Projected Excess Reserve Capacity

	Projected Reserve Capacity Shortage with no market solution
	T#67 - Typical Hotline Script for Watch for Projected Reserve Capacity Shortage with No Market Solution
T#68 - Typical Hotline Script to Cancel Watch for Projected Reserve Capacity Shortage with No Market Solution


	RMR Projected Reserve Capacity Shortage
	T#69 - Typical Hotline Script for Watch for Projected Reserve Capacity Shortage with No Market Solution, RMR recommended
T#70 - Typical Hotline Script to Cancel Watch for Projected Reserve Capacity Shortage with No Market Solution, RMR recommended


	Execute a SASM
	T#86 - Typical Hotline Script to Execute a SASM for Failure to Provide/Infeasibility

	BAAL Firm Load Shed
	 T#8 EEA3 Firm Load Shed:
T#10 EEA3/BAAL Restore All Firm Load:


	Unannounced Constant Frequency Control Test
	T#99 QSE on Constant Frequency Control for Unannounced Constant Frequency Control Test
T#100 Cancel QSE on Constant Frequency Control for Unannounced Constant Frequency Control Test
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Updated Title, added step 2 and Log steps

Deleted step GTL, updated step 1 and Log

Updated step VSAT, Log and deleted GTL

Updated Log steps

Updated Log steps

Updated Log steps

Added new procedure

Updated steps Definition, Approve Maintenance Outage, Coordinate Maintenance, Coordinate Maintenance Level 2 and 3, Log and step 1 in Simple Transmission Outage

Updated Log steps

Updated VSAT section

Updated Log steps

Updated Log steps

Added step Reserves and Log steps

Updated Log steps

Updated note, OCN, Advisory and Log step

Added note, updated OCN, Advisory, Watch and Log step

Added note, updated OCN, Advisory, Watch and Log step

Updated note and Log step

Updated Log steps

Updated Log steps

All procedures in this manual have been reviewed
	December 13, 2013

	4.2

4.4

4.5

4.6

4.7

4.8

4.9

4.10

7.1
	1.0 / 13

1.0 / 16

1.0 / 19

1.0 / 0

1.0 / 16

1.0 / 11

1.0 / 8

1.0 / 1

1.0 / 17
	Updated 1st Note, step 3, added step 4 & deleted step 5 in Transmission Issues within ERCOT.  Added Note to Transmission/Capacity Issues within the CFE Area

Removed posting requirement

Removed posting requirement

New procedure for new GTL

Updated section number

Updated section number

Updated section number

Updated section number & changed Watch to OCN

Updated to incorporate NPRR542 and update scripts
	January 1, 2014

	4.1

4.2

4.6

7.3

8.4
	1.0 / 27

1.0 / 14

1.0 / 1

1.0 / 15

1.0 / 9
	Updated step 3 in Post-Contingency Overloads

Updated step 3, 4 in Transmission Issues within ERCOT and step 1, 2 & 3 in Transmission/Capacity Issues within the CFE Area

Updated step 1 & 2

Updated steps Reserves and 1 in Restore Firm Load

Updated 1st Note
	February 25, 2014

	4.1

4.2

4.4

4.5

4.8

6.1

7.2

7.4

9.1
	1.0 / 28

1.0 / 15

1.0 / 17

1.0 / 20

1.0 / 12

1.0 / 19

1.0 / 17

1.0 / 9

1.0 / 5
	Updated VDI information

Updated steps in Transmission Issues within ERCOT

Updated VDI information

Updated VDI information

Updated Manual commitment process

Updated VDI information

Updated media appeal language & LM Program

Updated VDI information

Updated step 1 & 3, added step 5
	April 4, 2014

	2.2

4.1

4.2

4.4

4.6

4.7

4.9

6.1

7.1

8.1
	1.0 / 2

1.0 / 29

1.0 / 16

1.0 / 18

1.0 / 2

1.0 / 17

1.0 / 9

1.0 / 20

1.0 / 18

1.0 / 9
	Added VDI to Master QSEs

Updated step 1 in Review Planned Outage Notes, QSGR & Log in Post-Contingency Overloads & PUN steps

Updated section title & step 5, deleted step 3

Updated step 2

Updated step 1 & 2

Updated step 1 in RAP

Deleted Note

Updated Note & Step 1 in Voltage Issues 

Added Note, updated Market Notices Advisory & Watch

Updated scripts
	June 1, 2014

	4.1

4.2

4.7

7.2
	1.0 / 30

1.0 / 17

1.0 / 18

1.0 / 18
	Changed WGR to IRR & updated desktop reference

Updated step 4 & 6

Updated 1st Note

Added Media Appeal & updated step 1 script
	August 1, 2014

	4.1

5.1

6.1

7.1
	1.0 / 31

1.0 / 10

1.0 / 21

1.0 / 19
	Updated desktop reference number & step 3 in Post-Contingency Overloads, added step 4 to PUN section

Updated desktop reference number

Updated step 1, 2 & 3 in Real-Time Voltage Issues, added Future Voltage Issues

Updated Generic Script
	October 1, 2014

	2.3

2.4

3.3

3.5

4.1

4.2

4.4

4.5

4.6

4.7

4.8

4.9

5.1

6.1

7.1

7.2

10.1


	1.0 / 13

1.0 / 5

1.0 / 14

1.0 / 4

1.0 / 32

1.0 / 18

1.0 / 21

1.0 / 3

1.0 / 19

1.0 / 13

1.0 / 10

1.0 / 2

1.0 / 11

1.0 / 22

1.0 / 20

1.0 / 19

1.0 / 5


	Removed references to W-N

Updated scripts

Removed references to W-N/TSAT, combined SE/RTCA

Updated for Operating Guide 4.7

Updated Phase Shifters & removed references to TSAT

Removed references to TSAT & added Future Studies

Deleted West to North procedure and re-numbered

Re-numbered

Re-numbered

Re-numbered

Re-numbered

Re-numbered

Updated step 1

Updated step 2 & 3 in Real-Time Voltage Issues, Future Voltage Issues & Requesting Resource to operate beyond URL

Updated Specific Scripts

Updated EEA2 script

Deleted Requests to decommit in Operating Period

All procedures in this manual have been reviewed
	December 15, 2014

	2.2

4.1

4.2

4.3

4.4

4.7

4.8

6.1

7.4

8.2
	1.0 / 3

1.0 / 33

1.0 / 19

1.0 / 9

1.0 / 22

1.0 / 14

1.0 / 11

1.0 / 23

1.0 / 10

1.0 / 9
	Added definitions for Dispatch and VDIs

Updated “Review Planned Outage Notes” and provided a better flow, deleted redundant steps & added Basecase Overloads, 

Added step Topology Change

Updated to reflect SOL Methodology and provide a better flow

Updated step <200MW

Updated step 1

Updated script

Updated step Exceeding URL or Reducing Output

Updated all steps for better flow

Updated scripts
	March 1, 2015

	3.5

4.2

4.5

4.9

9.1
	1.0 / 5

1.0 / 20

1.0 / 4

1.0 / 3

1.0 / 6
	Updated GMD process

Updated step 2 of Rio Grande Valley

Renamed to GTC Stability and added Ajo – Zorrillo
Updated to new name Generic Transmission Constraint

Updated scripts
	March 30, 2015

	2.3

2.4

3.3

3.5

4.1

4.2

4.3

4.4

4.5

4.6

4.8

4.9

7.1

7.2

7.3

7.4

7.5

7.6

8.1

8.2

8.3

8.4

9.1
	1.0 / 14

1.0 / 6

1.0 / 15

1.0 / 6

1.0 / 34

1.0 / 21

1.0 / 10

1.0 / 23

1.0 / 5

1.0 / 20

1.0 / 12

1.0 / 4

1.0 / 21

1.0 / 0

1.0 / 20

1.0 / 16

1.0 / 11

1.0 / 8

1.0 / 10

1.0 / 10

1.0 / 9

1.0 / 10

1.0 / 7
	Moved scripts to script procedure

Moved scripts to script procedure

Moved scripts to script procedure & updated GTL to GTC

Moved scripts to script procedure

Updated step 1 QSE Requests to Decommit a Resource, updated GTL to GTC, and moved scripts to script procedure

Moved scripts to script procedure

Moved scripts to script procedure

Moved scripts to script procedure & updated GTL to GTC

Renamed and updated Zorrillo – Ajo table

Moved scripts to script procedure

Updated for implementation of NOGRR135/NPRR642 and moved scripts to script procedure

Moved scripts to script procedure & updated GTL to GTC

Updated 50% Probability Of Down Ramp to 30%, removed 70% Probability Of Up Ramp, added note and moved scripts to script procedure

New process for implementation of NOGRR135/NPRR642

Updated section number and moved scripts to script procedure

Updated section number and moved scripts to script procedure

Updated section number

Updated section number and moved scripts to script procedure

Moved scripts to script procedure
Moved scripts to script procedure

Moved scripts to script procedure

Moved scripts to script procedure

Moved scripts to script procedure
	May 1, 2015

	All Sections

2.3

3.1

3.5

4.4
	1.0 / 1

1.0 / 15

1.0 / 6

1.0 / 7

1.0 / 24
	Added a “T” for TO scripts

Renamed section to Site Failovers and Database Loads

Updated Gap Study

Updated Procedure Purpose. Updated GMD MIS Posting Scripts to include “until time”

Updated procedure purpose and step ≤500MW
	July 15, 2015

	4.1

4.5


	1.0 / 35

1.0 / 6


	Updated step 1 Post-Contingency Overloads

Replaced East Texas Stability with Panhandle Stability

Added Laredo Import Stability

Removed Zorillo – Ajo Table
	September 9, 2015

	4.5

7.2
	1.0 / 7

1.0 / 1
	Removed Panhandle Stability Step 1, updated Step 2 and Laredo Area Stability

Updated Double-Circuit Contingency actions
	October 1, 2015

	2.3

3.3

3.5

4.1

4.2

4.3

4.4

4.5

4.6

4.8

4.9

7.1

7.3

7.4

7.6

8.1

8.2

8.3

8.4

9.1
	1.0 / 16

1.0 / 16

1.0 / 8

1.0 / 36

1.0 / 22

1.0 / 11

1.0 / 25

1.0 / 8

1.0 / 21

1.0 / 13

1.0 / 5

1.0 / 22

1.0 / 21

1.0 / 17

1.0 / 9

1.0 / 11

1.0 / 11

1.0 / 10

1.0 / 11

1.0 / 8
	Updated step Site Failover T#17

Updated step Site Failover Complete T#18

Updated State Estimator/RTCA step 3 T#21 & step 7 T#22

Updated Voltage Security Assessment Tool (VSAT) step 2  T#23 & step 6 T#24

Updated step 1  T#25

Updated step K Level Increases/Decreases T#26

Updated step Cancel T#27

Updated Review Planned Outage notes step Cascading Condition

Updated Basecase Overloads step Qualifying Facilities T#28

Updated Rio Grande Valley step 2

Added Rio Grande Valley step Reliability Margin <100 MW 

Updated Rio Grande Valley step 3  T#29

Updated step Cascading Condition

Updated Pre-Contingency Load Shedding to avoid Post-Contingency cascading step 3 T#30

Updated step ≤300  T#31

Updated step ≤100  T#32

Updated step 0MW  T#33

Updated Laredo Area Stability step 4 T#29

Updated Zorrillo – Ajo 345kV Stability step 1 & step 2

Added Liston Stability

Added Molina Stability

Updated Special Protective Systems (SPS) step SPS Posting

Updated Mitigation Plan (MP) step Issue Watch  T#34

Updated Mitigation Plan (MP) step Cancel Watch  T#35

Updated Advisory step Cancel Advisory  T#2

Updated Watch step Issue Watch  T#3

Updated Watch step Cancel Watch T#4

Updated step GTC  T#36

Updated Title Operating Condition Scripts

Updated Operating Condition Scripts step Hotline  T#37

Updated Operating Condition Scripts step Hotline Cancellation  T#38

Updated Title Specific Scripts for QSE’s

Updated Specific Scripts for QSE’s step 30% Probability Of Down Ramp  T#39 & T#40

Updated Specific Scripts for QSE’s step Failure T#41 & T#42

Updated Specific Scripts for QSE’s step EMMS (LFC and RLC/SCED) Failure  T#43 & T#44

Updated Specific Scripts for QSE’s step Increasing Amount of Ancillary Services  T#45 & T#46

Updated Specific Scripts for QSE’s step A/S Insufficiency Offers in DAM  T#47 & T#48

Updated Specific Scripts for QSE’s step REG/RRS – RUC Committed Shortages  T#51 & T#52

Updated Specific Scripts for QSE’s step DAM Timeline Deviation  T#53 & T#54

Updated Specific Scripts for QSE’s step DAM Failure  T#55 & T#56

Updated Specific Scripts for QSE’s step DRUC Delay or Timeline Deviation  T#57 & T#58

Updated Specific Scripts for QSE’s step DRUC Timeline not Met  T#59 & T#60

Updated Specific Scripts for QSE’s step HRUC Failure or Timeline Deviation  T#61 & T#62

Updated Specific Scripts for QSE’s step DRUC Committed for Capacity Shortage T#63 & T#64

Updated Specific Scripts for QSE’s step Excess Generation  T#65 & T#66

Updated Specific Scripts for QSE’s step Projected Reserve Capacity Shortage with no market solution T#67 & T#68

Updated Specific Scripts for QSE’s step RMR Projected Reserve Capacity Shortage T#69 & T#70

Update first note, Updated Implement EEA Level 1 step Load Management  title T#6

Updated Implement EEA Level 2 step 1  T#7

Updated Implement EEA Level 3 step 1  T#8, and 

Implement NPRR708 for EEA

Updated Restore Firm Load step 1  T#9 & T#10

Updated Move from EEA Level 1 to EEA 0 step 1  T#13

Updated step Return to Normal TO Notification T#71

Updated step OCN  T#72

Updated step Advisory  T#73

Updated step Watch  T#74

Updated step Emergency  T#75

Updated step OCN  T#76

Updated step Advisory  T#77

Updated step Watch  T#78

Updated step Emergency Notice  T#79

Updated step OCN  T#80

Updated step Advisory  T#81

Updated step Watch  T#82

Updated step Emergency Notice  T#83

Updated step OCN/Advisory/Watch T#84

Updated step 2  T#85

All procedures in this manual have been reviewed
	December 31, 2015

	2.1

4.1

4.3

4.5

4.6

5.1

6.1

7.1

9.1
	1.0 / 3

1.0 / 37

1.0 / 12

1.0 / 9

1.0 / 22

1.0 / 12

1.0 / 24

1.0 / 23

1.0 / 9
	Updated System Operator Responsibilities and Authority

Updated NERC Standard Reference

Updated NERC Standard Reference

Updated Molina Stability

Updated NERC Standard Reference

Updated NERC Standard Reference

Updated NERC standard Reference

Updated Voltage Security Assessment Tool step 1 table

Updated PSS & AVR step Note

Added Specific Scripts for QSE’s T#86

Updated Specific Scripts for QSE’s T#51

Updated Alert Levels
	February 1, 2016 

February 10, 2016

	1.3

6.1

7.1
	1.0 / 2

1.0 / 25

1.0 / 24
	Removed Interchange Coordinator

Updated STP Voltage Table

Updated Execute a SASM script title T#86
	

	3.1

4.1

4.2

4.4

4.5

6.1
	1.0 / 11

1.0 / 38

1.0 / 23

1.0 / 26

1.0 / 10

1.0 / 26
	Updated step STP Lines

Updated Review Planned Outages Cascading Condition

Updated Reliability Margin

Updated ≤300MW
Updated Zorrillo – Ajo 345kV Stability step 1

Updated step STP Voltage Table, 1 and 2
	April 29, 2016

	2.1

2.2

4.1

4.2

4.3

4.4

4.5

4.6

6.1

7.1

7.4

7.5
	1.0 / 4

1.0 / 4

1.0 / 39

1.0 / 24

1.0 / 13

1.0 / 27

1.0 / 11

1.0 / 23

1.0 / 27

1.0 / 25

1.0 / 18

1.0 / 12
	Updated for COM-002-4

Updated steps for COM-002-4

Updated steps for NPRR748, NOSCED and COM-002-4

Updated Reliability Margin

Updated steps for COM-002-4

Updated steps for COM-002-4

Updated step for COM-002-4

Updated steps for COM-002-4 

Updated steps for COM-002-4

Updated steps for COM-002-4 & added Typical Script T#87 BAAL Firm Load Shed

Updated Restore Firm Load step 1 

Updated steps for COM-002-4
	June 30, 2016

	4.2

4.5

6.1

7.1


	1.0 / 25

1.0 / 12

1.0 / 28

1.0 / 26


	Updated RUC/Future Studies & Deleted Note

Added Zorillo-Ajo 345 kV Stability note

Replaced step 1 with note

Updated Liston Stability Step 1 & Step 2

Removed Molina Stability

Added Red Tap Stability

Updated Real-Time Voltage Issues note

Updated ERCOT requesting Resource to operate beyond URL Exceeding URL or Reducing Output

Updated Voltage Security Assessment Tool step 1

Updated Specific Scripts for QSE’s T#43 T#44, T#61 & T#62
	September 30, 2016

	4.1

4.5


	1.0 / 40

1.0 / 13


	Updated Review Planned Outage Notes step Cascading Condition

Added Basecase / Post-Contingency Exceedance of Phase Angle

Added Panhandle Stability step Weighted Short Circuit Ratio and updated step 1

Added Pomelo Stability
	November 2, 2016

	3.3

3.6

4.1

4.5

4.6

6.1

10.1


	1.0 / 17

1.0 / 0

1.0 / 41

1.0 / 14

1.0 / 24

1.0 / 29

1.0 / 6


	Updated Notes and State Estimator/RTCA section

Created a new procedure for resolving Real-time Data Issues per NOGRR162 

Updated 2nd Note, step 3 Post-Contingency Overloads
Updated Laredo Area Stability step 1

Updated Special Protection Systems (SPS) to Remedial Action Schemes (RAS)
Updated per STP agreement

Deleted Telemetry Issue that could affect SCED and/or LMPs
All procedures in this manual have been reviewed
	December 30, 2016

	1.1

1.3

2.1

2.3

2.4

3.1

3.2

3.3

3.5

3.6

4.1

4.2

4.3

4.5

4.6

4.7

5.2

6.1

7.1

7.3

7.5

7.6

8.2

8.3

10.1
	1.0 / 3

1.0 / 5

1.0 / 17

1.0 / 7

1.0 / 8

1.0 / 4

1.0 / 18

1.0 / 9

1.0 / 1

1.0 / 42

1.0 / 26

1.0 / 14

1.0 / 15

1.0 / 25

1.0 / 15

1.0 / 2

1.0 / 30

1.0 / 27

1.0 / 22

1.0 / 13

1.0 / 10

1.0 / 12

1.0 / 11

1.0 / 7
	Updated Introduction Purpose

Deleted section 1.3

Updated for IRO-001-4

Updated procedure purpose

Updated procedure purpose

Updated GAP Study

Updated categories to show RAS

Updated Notes

Updated Voltage Security Assessment Tool step 2

Updated procedure purpose

Changed step Situational Awareness to Mitigating Activities

Added step IROL

Deleted step Unknown State

Updated step ONTEST

Updated Reliability Margin

Updated CFE to CENACE

Updated step Note

Updated Zorillo - AJO Stability step 1

Removed Liston Stability

Updated Red Tap Stability step 1

Updated Pomelo Stability step 1

Added Bakersfield Stability

Updated title with AMP

Updated Remedial Action Schemes (RAS) steps

Added Automatic Mitigation Plan (AMP)

Updated Remedial Action Plan (RAP) step 1 & 5

Updated Pre-Contingency Action Plan (PCAP) step 1 & 2

Updated Mitigation Plan (MP) steps fully resolve constraint, <2% Absolute Shift Factors and Contingency Occurs

Updated Note & Manual Dispatch to take a Unit Off-Line

Updated Planned Outage

Updated title to Voltage Issues at Nuclear Power Plants
Added Real-Time Voltage Issues step 3

Updated ERCOT requesting Resource to operate beyond URL steps

Updated heading title, OCN step 1, Advisory step 1, Watch step 1, and Emergency Notice step 1 

Implement EEA Level 3 Moved step 1 to step 2 & added step 1

Updated CFE to CENACE

Updated note

Updated Procedure Purpose

Updated Procedure Purpose

Updated Heading title to QSE Issues
	March 31, 2017

	3.3

3.6

4.1

4.2

4.4
	1.0 / 19

1.0 / 2

1.0 / 43

1.0 / 27

1.0 / 28
	Added Section on ICCP Outages

Updated IROL

Added Section Post-Contingency Overloads on the South DC Ties

Updated Model Inconsistencies/Updates step 2

Updated step Reliability Margin, step 1 and added Cancel

Updated step Reliability Margin
	April 6, 2017

	3.6

4.1

4.4

4.5

5.2
	1.0 / 3

1.0 / 44

1.0 / 29

1.0 / 16

1.0 / 3
	Updated step IROL

Updated Post-Contingency Overloads on the South DC Ties step 1

Updated step ≤400MW
Removed Bakersfield Stability

Updated steps
	June 1, 2017

	7.1

7.3
	1.0 / 28

1.0 / 23
	Updated step BAAL Firm Load Shed
Updated Implement EEA Level 3 step 2
	June 30, 2017

	3.3

3.7

4.1

7.3
	1.0 / 20

1.0 / 0

1.0 / 45

1.0 / 24
	Updated Procedure Purpose

Deleted notes and updated State Estimator/RTCA step 1

Added new section Real-time Assessment (RTA)

Added new procedure Manual Real-time Assessment (RTA) 

Added new section Monitoring Sub Synchronous Resonance (SSR) 

Added Note to EEA Level 2 and EEA Level 3
	July 28, 2017

	4.5

5.1

7.3
	1.0 / 17

1.0 / 13

1.0 / 25
	Deleted Laredo Area Stability

Renamed Pomelo to North Edinburg – Lobo & updated

Added Rescheduled High Impact Outage (RO)

Updated 1st note
	August 31, 2017

	6.1
	1.0 / 31
	Added East HVDC Tie Voltage Limits
	September 29, 2017

	4.5 

6.1


	1.0 / 18

1.0 / 32


	Renamed Zorillo - Ajo 345kV Stability to Nelson Sharpe – Rio Hondo 345kV Stability

Added new GTC East Texas Stability

Updated Power System Stabilizers (PSS) & Automatic Voltage Regulators (AVR) note
	October 31, 2017

	4.1

9.2
	1.0 / 46

1.0 / 5
	All procedures in this manual have been reviewed

Added Operating Instruction and EDI scenario

Unsolved Contingencies

Updated Primary Control Center 4th note
	December 28, 2017

	3.3

6.1


	1.0 / 21

1.0 / 33


	Updated Procedure Purpose, added ICCP Outages to include MIS and outage scheduler

Updated Future Voltage Issues and updated Power System Stabilizers (PSS) & Automatic Voltage Regulators (AVR) step 1
	February 28, 2018

	3.6

4.5
	1.0 / 4

1.0 / 19
	Updated Real-Time Data Issues known by the TO and Real-Time Data Issues that affect Network Security Analysis steps

Added new GTC McCamey Stability
	March 30, 2018

	2.2

4.2
4.5

7.1
	1.0 / 5
1.0 / 28
1.0 / 20
1.0 / 29
	Updated procedure purpose

Updated Rio Grande Valley step Reliability Margin
Added new GTC Treadwell Stability
Added Unannounced Constant Frequency Control Test 
	May 1, 2018


