Power Operations Bulletin # 840
ERCOT has posted/revised the Real Time manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.2
Communication
Procedure Purpose:  To ensure proper communication is used to reduce the possibility of miscommunication that could lead to action or inaction harmful to the reliability of the grid.
	Protocol Reference
	6.5.7.8
	6.5.8
	
	

	Guide Reference
	3.1.3
	
	
	

	NERC Standard
	COM-002-4

	
	
	


	Version: 1 
	Revision: 6
	Effective Date:  May 1, 2018


	Step
	Action

	Three-Part Communication

	NOTE
	· Operating Instructions and Dispatch Instructions are synonymous and both require ‘three-part communication’.  

· Refer to the Communications Protocols document for requirements.

	1
	When issuing Operating Instructions, use three-part communication:

· Issue the Operating Instruction

· Receive a correct repeat back

· Give an acknowledgement



	2
	Many scripts have been placed throughout these procedures as a reminder of three-part communication.  However, a script cannot be provided for every scenario.  Effective three-part communication skills are mandatory.

	Hotline Call Communication

	Note
	It is recommended to use the mute function in Consortium when making any hotline call.  See Desktop Desk Guide Common to Multiple Desks Section 2.9.

	1
	When making Hotline calls, verify that every QSE has answered.

IF:

· Not every QSE answered the Hotline;

THEN:

· Contact them using their OPX line or LD line to provide them with the message

· Inquire why they were not on the Hotline call

· Open a Help ticket if ERCOT’s Telecommunications department is needed to investigate.

	Master QSE

	1
	Issue the VDI to the Master QSE of a Generation Resource that has been split to function as two or more Split Generation Resources as deemed necessary by ERCOT to effectuate actions for the total Generation Resource for instances when electronic Dispatch Instructions are not feasible.

	LOG
	Log all actions.


2.7
Switching Control Center

Procedure Purpose: To provide notice to the QSEs when ERCOT is working from the Alternate Control Center.
	Protocol Reference 
	
	
	
	

	Guide Reference 
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 5
	Effective Date:  May 1, 2018


	Step
	Action

	Hotline 

Call
	When transferring operations from primary site to alternate site (and vice versa).  Make the following hotline call to QSEs:

Q#24 - Typical Hotline Script for working from Alternate site
Q#25 - Typical Hotline Script for working from Primary site


	MIS

Posting
	Typical MIS Posting for working from Alternate site:
ERCOT is working from alternate control center.  

Typical MIS Posting for working from Primary site:
ERCOT is working from primary control center.  

	Log
	Log all actions.


3.3
System Failures
Procedure Purpose:  To ensure frequency is maintained in the event of a SCED, RLC, or LFC failure.  Also, to ensure proper notification is made for these failures along with notification for ICCP, MIS and Outage Scheduler outages.
	Protocol Reference
	6.3.3
	6.5.9.1(2)
	6.5.9.2 (1)& (3)
	6.5.9.3.3(2)(g)

	Guide Reference
	2.2.4.3 (1)
	
	
	

	NERC Standard
	BAL-005-0.2b R7
	TOP-001-3

R9
	
	


	Version: 1 
	Revision: 26
	Effective Date:  May 1, 2018


	Step
	Action

	SCED Failure

	NOTE
	When RLC sees that the SCED solution has not updated within the last 425 seconds, emergency base points (EBP) will automatically activate. Any time EBPs are activated, SCED solutions are being blocked from being communicated to MPs.  

The RLC Control Parameters (SCED Failure Threshold) should be set to 125 seconds.  This is due to a code that adds 300 seconds to the 125 seconds from SCED Failure Threshold Parameter in the display, so total number of seconds RLC waits for SCED solution is 425 before enabling the emergency base points.

	FREQUENCY

GUIDELINES
	During System Failures, Emergency Base Point (EBP) or instructing a QSE to go on Constant Frequency Control (CFC)  

· Frequency within +/- 0.03 Hz of schedule – Normal with available regulation

· Frequency within +/- 0.05 Hz of schedule – When returning to Normal Operations with available regulation 

· Frequency maintained within +/- 0.09 Hz of schedule – Balancing Authority ACE Limit (BAAL)

	NOTE
	If for some reason a manual EBP is required for a Resource, communicate the Resource name, MW output requested, start time and duration of the dispatch instruction to the QSE representing the Resource. 

	1
	IF:

· Any module of the SCED Workflow Controller fails;

THEN:

· Manually run the SCED process.

	2
	IF:

· SCED still fails after manually running, AND

· EBPs have automatically activated;

THEN:

· Contact the Help Desk,

· Initiate the Watch Hotline call to QSEs, 

· Notify Resource Operator to post a message on MIS Public,

· Notify Transmission Operator to make Hotline call to TOs.

Q#27 - Typical Hotline Script for Watch for SCED Failure


	3
	EMP Applications>Generation Area Status>Related Displays>ERCOT Nodal Summary

MONITOR:

· Regulation Service (Up/Dn) margins to ensure frequency can be adequately maintained.
IF:

· It is determined that remaining Regulation Service (Up/Dn) is no longer sufficient to maintain system frequency;

THEN:

· Enter the EBP increment/decrement as needed to control frequency to recall deployed Regulation.
· Once the MW amount has ramped, the EBP amount will return to zero

	4
	WHEN:

· SCED is solving with a valid solution;

THEN:

· Remove the Emergency Base Point flag, 

· Initiate Hotline call to cancel the Watch,

· Notify Resource Operator to cancel MIS posting,

· Notify Transmission Operator to cancel the Watch with TOs.

Q#28 - Typical Hotline Script for Cancel Watch for  SCED is Solving


	Log
	Log all actions.

	SCED Data Input Failure

	1
	IF:

· SCED receives data input failures and gives erroneous results;

THEN:

· Manually activate EBP,

· Contact the Help Desk,

· Initiate the Watch Hotline call

· Notify Resource Operator to post the message on MIS Public,

· Notify the Transmission Operator to make Hotline call to TOs.

Q#29 - Typical Hotline Script for Watch for SCED Data Input Failure


	2
	Follow steps 4 and log in SCED Failure above as needed.

	RLC Failure

	1
	The Resource Limit Calculator (RLC) can fail independently of AGC.  If RLC fails, SCED will not function (invalid results), even though it shows available.  A RLC failure will be displayed to the Operator in the upper right corner of the RLC display as follows:

· Process Status: RLC Up (Normal Operation)
· Process Status: RLC Down (will be displayed in RED when failed)
· RLC (PI Alarm) will be flashing RED.

	NOTE
	Regulation is functioning, RRS is not.  LFC (AGC) will automatically switch to EBP mode.

	2
	IF:

· RLC has failed;

THEN:

· Verify the status of AGC
· IF AGC is also failed, proceed to the EMS (LFC and RLC) Failure procedure
· Contact the Help Desk,

· Initiate a Watch Hotline call to QSEs

· Notify Resource Operator to post the message on MIS Public 
· Notify Transmission Desk Operator to make Hotline call to TOs.
Q#30 - Typical Hotline Script for Watch for RLC Failure


	3
	EMP Applications>Generation Area Status>Related Displays>ERCOT Nodal Summary

MONITOR:

· Regulation Service (Up/Dn) margins to ensure frequency can be adequately maintained.
IF:

· It is determined that remaining Regulation Service (Up/Dn) is no longer sufficient to maintain system frequency;

THEN:

· Enter the EBP increment/decrement as needed to control frequency to recall deployed Regulation.
· Once the MW amount has ramped, the EBP amount will return to zero

	4
	WHEN:

· RLC is restored;

THEN:

· Remove the Emergency Base Point flag,

· Initiate Hotline call to cancel the Watch,

· Notify Resource Operator to cancel MIS posting,

· Notify Transmission Operator to cancel the Watch with TOs.

Q#31 - Typical Hotline Script  to Cancel Watch for RLC is Restored


	Log
	 Log all actions.

	LFC (AGC) Failure

	NOTE
	When LFC (AGC) is paused or suspended and RLC and SCED are functioning, then Regulation, RRS and EBP are not functioning.

	1
	IF:

· LFC is not functioning as indicated by:
· AGC is SUSPENDED or PAUSED OR
· “Last AGC Cycle” time on Generation Area Status display is not updating; 
THEN:

· Verify the status of RLC
· If RLC is also failed, proceed to the next procedure “EMMS Failure” 

· If RLC is still functioning properly, 
· Contact Help Desk,

· Continue with this procedure

REFERENCE Displays: EMP Applications>Generation Area Status>Ancillary Service Monitoring Summary>QSE SCED Detail
EMP Applications>Generation Area Status>Ancillary Service Monitoring Summary>QSE Capacity Detail
DETERMINE:

· Which QSE has ample HASL-GEN, GEN-LASL and Available Ramp Rate (Up/Dn) to place on constant frequency control, 
· Which QSE has ample Spinning Reserve Capacity from the QSE Capacity tab when load is expected to be increasing.
THEN:

· Issue an Operating Instruction to selected QSE to go on constant frequency,

· As time permits, issue electronic Dispatch Instruction confirmation,

· Choose “OPERATE AT CONSTANT FREQUENCY” as the Instruction Type from QSE Level

When issuing a VDI or the confirmation, ensure the use of three-part communication:

· Issue the Operating Instruction

· Receive a correct repeat back

· Give an acknowledgement

· Place ERCOT AGC into ‘Monitor” mode.

Q#112 - Typical Script to Instruct a QSE on Constant Frequency for LFC Failure:

All Operating Instructions shall be in a clear, concise, and definitive manner.  Ensure the recipient of the Operating Instruction repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	THEN:

· Initiate the Emergency Notice Hotline call to QSEs

· Notify Resource Operator to post the message on MIS Public,

· Notify Transmission Operator to make Hotline call to TOs.

Q#32 - Typical Hotline Script for Emergency Notice  a QSE is on Constant Frequency for LFC/EMS Failure


	3
	MONITOR:

· Frequency, HASL-GEN, GEN-LASL and Available Ramp Rate (Up/Dn) availability for QSE on constant frequency, AND/OR
· The QSE on constant frequency notifies ERCOT of capacity issue;
THEN:

· Determine available capacity for SCED and enter an operator manual offset, OR if no SCED room
· Request RUC Operator to decommit a Resource

	4
	WHEN:

· ERCOT AGC Control is functioning properly;
THEN:

· Issue an Operating Instruction to QSE to come off Constant Frequency,
· Place ERCOT AGC back into “ON” mode,

· Initiate Hotline to cancel the Emergency Notice to  QSEs,

· Notify Resource Operator to cancel the MIS posting,

· Notify Transmission Operator to cancel the Emergency Notice with TOs. 
Q#113 - Typical Script to Instruct QSE to End  Constant Frequency for LFC Functioning:



Q#33 - Typical Hotline Script to Cancel Emergency Notice for QSE on Constant Frequency for LFC/EMS Functioning:


	Log
	Log all actions.

	 EMMS (LFC and RLC/SCED) Failure 

	NOTE
	Regulation, RRS, UDBP, BP, EBP, and manual offset not functioning.

	1
	LFC (AGC):

· AGC is SUSPENDED or PAUSED,
· “Last ACE crossing zero” time on the Generation Area Status page is not updating,

· AGC operation adversely impacts the reliability of the Interconnection,

· SCED and EMS are not functioning,

· Problem cannot be resolved quickly
RLC:

· Process Status: RLC Down will be displayed in RED in the upper right hand corner of the RLC display
· RLC (PI Alarm) will be flashing RED.
REFERENCE Display: EMP Applications>Generation Area Status>Ancillary Service Monitoring Summary>SCED QSE Detail

DETERMINE:

· Which QSE has ample HASL-GEN, GEN-LASL and Available Ramp Rate (Up/Dn) to place on constant frequency Control;
· Which QSE has ample Spinning Reserve Capacity from the QSE Capacity tab when load is expected to be increasing.
THEN:

· Issue an Operating Instruction to selected QSE to go on constant frequency
· As time permits, issue an electronic Dispatch confirmation

· Choose “OPERATE AT CONSTANT FREQUENCY” as the Instruction Type from QSE Level

When issuing a VDI or the confirmation, ensure the use of three-part communication:

· Issue the Operating Instuction

· Receive a correct repeat back

· Give an acknowledgement

· Place ERCOT AGC into “Monitor” mode
Q#114 - Typical Script to Instruct a QSE on Constant Frequency for LFC/SCED Failure:

All Operating Instructions shall be in a clear, concise, and definitive manner.  Ensure the recipient of the Operating Instruction repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	THEN:

· Initiate the Emergency Notice Hotline call to QSEs,

· Notify Resource Operator to post the message on MIS Public,

· Notify Transmission Operator to make Hotline call to TOs

Q#34 - Typical Hotline Script for Emergency Notice  a QSE is on Constant Frequency for LFC/EMS and SCED failure:


	3
	MONITOR:

· Frequency,  HASL-GEN, GEN-LASL, Available Ramp Rate (Up/Dn) availability, and Spinning Reserve Capacity for QSE on constant frequency, AND/OR
· The QSE on Constant Frequency notifies ERCOT that they are having control issues;

THEN:

· Determine which QSE has the most available Capacity,

· Issue a unit specific instructions to assist the QSE on Constant Frequency,

· Choose “Other For Resource” as the Instruction Type

	4
	IF:

· There is no longer any available  HASL-GEN, GEN-LASL and Available Ramp Rate (Up/Dn) to issue unit specific deployments;

THEN:

· Request RUC Operator to commit/decommit a Resource

	5
	WHEN:

· AGC and RLC is restored;

THEN:

· Instruct QSE to come off constant frequency by ending VDI,
· Place ERCOT AGC back into “ON” mode,

· Cancel VDI(s) for additional generation, if issued,

· Initiate Hotline to cancel Emergency Notice to QSEs,

· Notify Resource Operator to cancel MIS posting,

· Notify Transmission Operator to cancel Emergency Notice with TOs.

Q#115 - Typical Script to Instruct a QSE to end Constant Frequency for LFC/SCED Functioning, :



Q#35 - Typical Hotline Script to Cancel Emergency Notice with LFC/EMS Functioning, SCED valid:


	Log
	Log all actions.

	ICCP, MIS, and Outage Scheduler Outages

	1
	For any planned or unplanned outage of ERCOT’s ICCP, MIS (affecting COP submissions) or the Outage Scheduler lasting longer than 30 minutes, notifications to QSEs is required.

IF:

· ERCOT’s ICCP, MIS (affecting COP submissions) or the Outage Scheduler has a planned or unplanned outage that is expected to last 30 minutes or more;
THEN:

· Make a Hotline call to the QSEs:

Q#108 - Typical Hotline Script for ERCOT’s ICCP, MIS, or the Outage Scheduler Planned or Unplanned Outage


	2
	Once operational:

Make a Hotline call to notify QSEs:

Q#109 - Typical Hotline Script for ERCOT’s ICCP, MIS or Outage Scheduler back to Normal



	LOG
	Log all actions


3.9
Unannounced Constant Frequency Control Testing

Procedure Purpose: This procedure provides direction and guidelines for conducting unannounced testing to verify a QSE’s capability to operate in CFC mode.  Only QSEs with at least 350 MW of spinning reserve room will be tested.  QSEs shall be tested at least every three years.

	Protocol Reference
	6.6.9
	
	
	

	Guide Reference
	2.2.4.3
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 6
	Effective Date:  May 1, 2018


	Step
	Action

	NOTE
	REFERENCE Displays: 
EMP Applications>Generation Area Status>Ancillary Service Monitoring Summary>QSE SCED Detail

EMP Applications>Generation Area Status>Ancillary Service Monitoring Summary>QSE Capacity Detail
· Testing will be coordinated with multiple ERCOT departments to minimize market impacts:

· Operations Analysis as they will help select the QSE to test

· EMMS Production Support as they will help personnel in the Control Room to take the EMS off AGC

· Market Operations as needed

· Settlements as needed

· Other departments as needed

· The frequency bias can be found on the Generation Area Status display
· The Constant Frequency Control Testing Document can be found in Section 2.11 of the Desktop Guide Real Time Desk. 

	START

CFC

Test
	Q#116 Typical Script to Start Constant Frequency Control Test:


	END

CFC

Test
	Q#117 Typical Script to End Constant Frequency Control Test:



	Hotline Call to All QSEs for Unannounced CFC Test 
	Q#118 Typical Hotline Script for a QSE on Constant Frequency Control for Unannounced Constant Frequency Control Test
Q#119 Typical Hotline Scriptt to Cancel QSE on Constant Frequency Control for Unannounced Constant Frequency Control Test

	MIS

Posting
	Typical MIS Posting for Unannounced Constant Frequency Control Test:
At [xx:xx], ERCOT  is conducting an unannounced Constant Frequency Control test and has placed a QSE on Constant Frequency.

	ISSUE

Electronic

Dispatch

Instruction
	Issue electronic Dispatch Instruction confirmation:
· QSE Level 

· Instruction Type: Operate at Constant Frequency

When issuing a VDI or when confirming the receipt of the confirmation, ensure the use of three-part communication:

· Issue the Operating Instruction
· Receive a correct repeat back

· Give an acknowledgement

	LOG
	Make log entry
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1.0 / 5

1.0 / 6

1.0 / 1

1.0 / 1
	Updated step Hotline Call

Updated NERC Standard reference table

Added projected reserve capacity shortage and Extreme Hot Weather in Watch

Updated step 1 in Advisory & Watch

Updated 2nd Note, step 1 in Implement EEA 1, step Media Appeal & 1 in Implement EEA 2A, 1st Note & step 2 in Implement EEA 2B

Added Note to Move From EEA 3 to EEA 2B and Move From EEA 2A to EEA 1

Updated temperature from 102 to 103

Updated 4th note and step 1
	September 1, 2011

	3.2

5.3

5.4
	1.0 / 7

1.0 / 6

1.0 / 7
	Updated SCED Failure step 2 and 3, RLC Failure step 3 and LFC (AGC) Failure step 3

Combined EEA 2A & B per NPRR 379

Combined EEA 2 A & B per NPRR 379
	October 1, 2011

	3.2
	1.0 / 8
	Updated script for LFC and EMS Failure
	November 1, 2011

	2.4

2.6

4.1

5.1

6.3


	1.0 / 1

1.0 / 4

1.0 / 5

1.0 / 8

1.0 / 3


	Added step Review, Updated “Site Failover with W-N Active”

Added Note to Large Resource Trips or Runbacks

Updated Post in “Scripts” Updated “OCN” and “Advisory” 

All procedures in this manual have been reviewed.
	December 15, 2011

	1.2

3.1

4.1

8.1


	1.0 / 1

1.0 / 7

1.0 / 6

1.0 / 2


	Updated Scope

Updated Response to High Frequency & Response to Low Frequency

Updated Large Resource Trips or Runbacks, Quick Start Generation Resource

Updated Market Participant Backup Control Center Transfer 
	January 19, 2012

	2.1

3.1

5.1

5.3

7.1

8.1


	1.0 / 1

1.0 / 8

1.0 / 7

1.0 / 9

1.0 / 7

1.0 / 2

1.0 / 3


	Updated paragraph 4

Updated BAAL

Updated Desktop Guide reference & step QSE Override & QSE unable to Override

Updated step 1 in Watch

Updated Step 1 in Implement EEA Level 1
Updated Desktop Guide references

Changed title names, updated steps 1 & 3 & step Power System Stabilizers (PSS) & Automatic Voltage Regulators (AVR)
	March 1, 2012

	2.1

3.1

3.2

3.3

3.5

4.1

5.1

6.2

6.3

6.4

8.1


	1.0 / 2

1.0 / 9

1.0 / 9

1.0 / 6

1.0 / 2

1.0 / 8

1.0 / 10

1.0 / 4

1.0 / 2

1.0 / 4

1.0 / 4


	Changed TSO, DSP to TO

Changed Shift Engineer to Operations Support Engineer, removed Automatic SCED Runs & Hydro Generation in Fast Response Mode, updated Note, Monitor/Deploy, 15 minutes, 20 minutes in Response to Low Frequency 

Updated step 2, 4 & 5, added SCED Data Input Failure, updated RLC Failure, LFC Failure, & EMMS Failure sections

Updated Nerc Recovery Criteria step & step 3

Updated Requirements and Notes

Changed Shift Engineer to Operations Support Engineer, deleted Large Resource Trips or Runbacks section

Updated OCN, Advisory, Watch, Emergency Notice sections

Deleted Cold Weather, replaced with Extreme Cold Weather

Section changed to Extreme Hot Weather, added OCN and Emergency Notice steps

Section number changed

Changed Shift Engineer to Operations Support Engineer
	May 1, 2012

	3.1

3.4

5.2
	1.0 / 10

1.0 / 5

1.0 / 6
	Added back step Hydro Generation Operating in Synchronous Condenser Fast Response Mode

Updated to reflect changes in the TAC approved Non-Spin document

Updated to reflect changes in the TAC approved Non-Spin document
	May 14, 2012

	2.6

5.3

5.4

6.3
	1.0 / 5

1.0 / 8

1.0 / 8

1.0 / 3
	Updated Site Failover step

Updated EILS to ERS per NPRR 451

Updated EILS to ERS per NPRR 451

Updated EILS to ERS per NPRR 451
	June 1, 2012

	1.3

2.6

5.1

5.3

5.4

6.2

6.3

7.1
	1.0 / 1

1.0 / 6

1.0 / 11

1.0 / 9

1.0 / 9

1.0 / 5

1.0 / 4

1.0 / 3
	Removed ERCOT Shift Supervisor paragraph

Updated all steps

Updated all step 1’s

Updated 2nd note, added TCEQ, & XML for ERS

Clarified LR and ERS recalls

Updated script for Emergency Notice

Updated script for Emergency Notice

Updated 4th note
	July 16, 2012

	2.6

3.1

4.1

5.3


	1.0 / 7

1.0 / 11

1.0 / 9

1.0 / 10


	Added note to step Database Load

Updated Frequency Deviations and Monitor Frequency for the Loss of EMS or Site Failover
Incorporated NPRR348

Added 30 MIN ERS and updated steps 1, 2 & 3 on Implement EEA Level 1
	August 29, 2012

	2.2

2.5

3.5

4.1

5.3


	1.0 / 1

1.0 / 3

1.0 / 3

1.0 / 10

1.0 / 11


	Added Hotline Call Communication 

Updated step 3

Updated per NOGRR100

Added Note to Shut-down/Start-up Process and new Combine Cycle Generation Resources section

Updated ERS scripts

All procedures in this manual have been reviewed.
	November 1, 2012

	2.5

3.1

3.2

3.3

3.4

3.5

3.6

3.7

5.4


	1.0 / 4

1.0 / 12

1.0 / 0

1.0 / 10

1.0 / 7

1.0 / 6

1.0 / 4

1.0 / 2

1.0 / 10


	Updated step 3

Updated BAAL 

New procedure, Monitor Large Ramp Events

Updated section # & SCED failure step 2

Updated section #

Updated section #

Updated section #

Updated section #

Updated Cancel Watch

All procedures in this manual have been reviewed.
	March 1, 2013

	2.6

2.7

3.1

3.2
3.3

3.4

3.7

4.1

5.1

5.2

5.3

5.4

5.5

6.1

6.2

6.3

6.4
	1.0 / 8

1.0 / 2

1.0 / 13

1.0 / 1

1.0 / 11

1.0 / 8

1.0 / 3

1.0 / 11

1.0 / 12

1.0 / 8

1.0 / 12

1.0 / 11

1.0 / 3

1.0 / 3

1.0 / 6

1.0 / 5

1.0 /5
	Updated scripts

Updated scripts

Updated Monitor Frequency for the Loss of EMS or Site Failover & Actions when Frequency Telemetry is Incorrect 

Updated scripts

Updated scripts

Updated script

Updated scripts

Added QSGR Decommitment step to QSGR

Added Generic and Specific scripts

Updated Note and scripts

Updated TCEQ section and scripts

Updated scripts

Updated scripts

Updated scripts

Updated scripts

Updated scripts

Correct spelling and updated script
	June 1, 2013

	2.6

3.1

3.2

3.8

5.1

5.3

5.4
	1.0 / 9

1.0 / 14

1.0 / 2

1.0 / 0

1.0 / 13

1.0 / 13

1.0 / 12
	Changed title name & updated step EMS Changes & added MMS Changes

Updated steps Base Point Deviation & 10 Minutes 

Updated 1st note

Moved procedures from Resource desk 

Updated step 1 in Watch & Emergency Notice

Updated step Pilot Project WS ERS

Updated step Reserves
	July 15, 2013

	2.6

3.2

3.8

4.1
	1.0 / 10

1.0 / 3

1.0 / 1

1.0 / 12
	Updated MMS Changes

Updated 1st Note

Updated Unit & Load RRS Shortage & Not Dispatchable to SCED
Updated Shutdown/Startup
	August 9, 2013

	3.8


	1.0 / 2


	Updated Unit RRS Shortage, Load RRS Shortage, REG Shortage, & added Real-Time Non-Spin Shortage
	September 27, 2013

	2.4

3.1

3.2

3.3

3.4

3.5

3.7

4.1

5.1

5.2

5.3

5.4

5.5

6.1

6.2

6.3

6.4

7.1

8.1


	1.0 / 2

1.0 / 15

1.0 / 4

1.0 / 12

1.0 / 9

1.0 / 7

1.0 / 4

1.0 / 13

1.0 / 14

1.0 / 9

1.0 / 14

1.0 / 13

1.0 / 4

1.0 / 4

1.0 / 7

1.0 / 6

1.0 / 6

1.0 / 4

1.0 / 5


	Updated step Log

Updated step Frequency Deviations & step Log

Updated step Log

Updated step Log

Updated step Log

Added step RMR & updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated note and step Log

Updated step Log

Added & updated step Log

All procedures in this manual have been reviewed
	December 13, 2013

	2.6

3.3

5.1


	1.0 / 11

1.0 / 13

1.0 / 15


	Updated for NPRR542

Updated for NPRR542

Updated for NPRR542, deleted West to North GTL and updated procedure for North to Houston to a new GTL
	January 1, 2014

	2.6

3.1

3.3

3.5

3.6

4.1

5.3

5.4

6.4

8.1


	1.0 / 12 1.0 / 16

1.0 / 14

1.0 / 8

1.0 / 5

1.0 / 14

1.0 / 15

1.0 / 14

1.0 / 7

1.0 / 6


	Updated Site Failover Complete

Updated VDI information, step Monitor/Deploy & step 10 Minutes in Response to Low Frequency

Updated VDI information

Updated VDI information

Updated step Terminating Time Error Correction

Updated VDI information

Updated ERS, Media appeal, TCEQ and VDI information

Updated steps Reserves and 1 in Restore firm load and step 2 in Move From EEA Level 2 to EEA Level 1  

Updated Note

Updated Requests to Decommit Self-committed Resource in Operating Period
	April 4, 2014

	2.2

3.1

3.3

4.1

5.1

5.2

6.2

6.3
	1.0 / 2

1.0 / 17

1.0 / 15

1.0 / 15

1.0 / 16

1.0 / 10

1.0 / 8

1.0 / 7
	Added VDIs to Master QSEs

Updated step BAAL

Updated SCED Failure & SCED Data Input Failure steps

Updated QSGR in Quick Start Generation Resource

Added Note, updated Market Notices Advisory & Watch

Updated Watch steps

Updated Emergency Notice step

Updated Emergency Notice step
	June 1, 2014

	3.5

5.3
	1.0 /9

1.0 / 16
	Updated Deploying Non-Spin, added HASL Release & Recall

Added Media Appeal
	August 1, 2014

	4.1

5.1

5.3
	1.0 / 16

1.0 / 17

1.0 / 17
	Updated Reference section step 2

Updated Generic Script

Added HASL Release step
	October 1, 2014

	2.3

2.4

2.6

3.3

3.5

5.1

5.3


	1.0 / 1

1.0 / 3

1.0 / 13

1.0 / 16

1.0 / 10

1.0 / 18

1.0 / 18


	Updated all steps

Updated step Send E-mail

Deleted Site Failover with W-N Active & updated step If EBPs are Needed 

Updated 1st note & updated scripts

Added new procedure, “Valley Generation”

Updated GMD scripts

Updated scripts to consolidate

All procedures in this manual have been reviewed
	December 15, 2014

	6.2
	1.0 / 9
	Updated Note and scripts
	December 22, 2014

	2.2

3.1

3.2

3.5

3.9

6.2
	1.0 / 3

1.0 / 18

1.0 / 5

1.0 / 11

1.0 / 0

1.0 / 10
	Added Dispatch and VDI definitions

Updated Objective and BAAL Updated procedure

Updated step 1 and added Log on Valley Generation
Added new procedure for NOGRR136

Updated scripts
	March 1, 2015

	3.1

3.3

3.5

3.10

4.1

5.1
	1.0 / 19

1.0 / 17

1.0 / 12

1.0 / 0

1.0 / 17

1.0 / 19
	Clarification to step Frequency Deviation & Hydro Operating in Synch. Condenser Mode 

Updated Dispatch Instruction scripts

Clarification to step HASL Release Manually Deploy RRS

New GMD procedure

Updated Dispatch Instruction scripts

Deleted script for GMD
	March 30, 2015

	2.6

2.7

3.2

3.3

3.4

3.63.7

3.10

5.1

5.2

5.3

5.4

5.5

6.1

6.2

6.3

6.4
	1.0 / 14

1.0 / 3

1.0 / 6

1.0 / 18

1.0 / 10

1.0 / 6

1.0 / 5

1.0 / 1

1.0 / 20

1.0 / 11

1.0 / 19

1.0 / 15

1.0 / 5

1.0 / 5

1.0 / 11

1.0 / 8

1.0 / 8
	Moved scripts to new script procedure

Moved scripts to new script procedure

Updated 1st note and moved scripts to new script procedure

Updated step 2 on SCED Data Input Failure & moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure

Updated 4th bullet on Emergency Notice & moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure

Moved scripts to new script procedure
	May 1, 2015

	All Sections

2.6

3.5

3.9

3.10 

5.1

5.2

6.3
	1.0 / 1

1.0 / 15

1.0 / 13

1.0 / 1

1.0 / 2 

1.0 / 21

1.0 / 12

1.0 / 9
	Added a “Q” for numbered QSE scripts

Renamed section to Site Failovers and Database Loads

Updated link for Monitor in the Valley Generation 

Updated 1st Note

Updated Procedure Purpose and removed script 

Updated Specific Scripts, New GTC 

Updated Q#1, Q#2, Q#3, & Q#4 Script titles

Removed Watch script 
	July 15, 2015

	2.6

3.2

3.3

3.4

3.6

3.7

3.9

3.10

5.1

5.2

5.3

5.4

5.5

6.1

6.2

6.3

6.4
	1.0 / 16

1.0 / 7

1.0 / 19

1.0 / 11

1.0 / 7

1.0 / 6

1.0 /2

1.0 / 3

1.0 / 21

1.0 / 13

1.0 / 20

1.0 / 16

1.0 / 6

1.0 / 6

1.0 / 12

1.0 / 10

1.0 / 9
	Updated step MMS Changes Typical Script Q#19 Updated step Site Failover Q#20

Updated step Site Failover Complete Q#21

Updated Step If EBP’s are needed Q#22

Updated step Site Failover Complete If EBP’s were needed Q#23

Updated step 2 Q#26

Updated SCED Failure step 2 Q#27 & step 4 Q#28

Updated SCED Data Input Failure step 1 Q#29

Updated RLC Failure step 2 Q#30 & step 4 Q#31

Updated LFC (AGC) Failure step 1 Typical Script step 2 Q#32, step 4 Typical script & Q#33

Updated EMMS (LFC and RLC/SCED) Failure step 1 Typical Script, step 2 Q#34, step 5 Typical Script  & Q#35

Updated step 3 Q#36

Updated step Initiating Time Error Correction Q#37

Updated step Terminating Time Error Correction Q#38

Updated step Issue Watch and Deploy Non-Spin Q#39

Updated step Issue Emergency Notice & Deploy Load Resources Q#40

Updated step Recall Load Resources Q#41

Updated step Recall Non-Spin Q#42

Updated step Start CFC Test & End CFC Test Typical Scripts

Updated step 1 Q#43

Updated step K Level Increases/Decreases Q#44

Updated step Cancel Q#45

Updated Title Operating Condition Script

Updated step Hotline Q#46

Updated step Hotline Cancellation Q#47

Updated Title Specific Scripts for Transmission Operator [State Estimator/RTCA/VSAT]

Updated step State Estimator/RTCA Not Solved In 30 MIN Q#48 & Q#49

Updated step VSAT Not Solved In 30 MIN Q#50 & Q#51

Updated step Qualifying Facility Directed to Operate Below LSL Q#52 & Q#53

Updated step New GTC Q#54

Updated step Transmission Watch Q#55 & Q#56

Updated Advisory step Issue Advisory Q#1

Updated Advisory step Cancel Advisory Q#2

Updated Watch step Issue Watch Q#3

Updated Watch step Cancel Watch Q#4

First Note, Updated Implement EEA Level 1 step EEA 1 PRC <2300 Q#5 & Q#6

Updated Implement EEA Level 2 step ERS Resources Q#7

Updated Implement EEA Level 2 step Load Resources Q#8

Updated Implement EEA Level 2 step When ERS Business Hours Change Q#9

Updated Implement EEA Level 3 step When ERS Business Hours Change Q#12, and 

Implement NPRR708 for EEAUpdated Restore Firm Load step 1 Q#13

Updated Move From EEA Level 3 to EEA Level 2 step 1 Q#14

Updated Move From EEA Level 2 to EEA Level 1 step 1 Q#15

Updated Move From EEA Level 1 to EEA Level 0 step 1 Q#16

Updated Cancel Watch step 1 Q#17

Updated step Return to Normal QSE Notification Q#57

Updated step Emergency Notice Q#61

Updated step Emergency Notice Q#65

Updated step Emergency Notice Q#69

Updated step OCN/Advisory/Watch Q#70

All procedures in this manual have been reviewed
	December 31, 2015

	1.3

2.1

3.3

5.1


	1.0 / 2

1.0 / 3

1.0 / 20

1.0 / 22


	Removed Interchange Coordinator

Updated System Operator Responsibility and Authority

Updated SCED Failure Note

Corrected spelling Qualifying Facility Directed to Operate below LSL Q#52
	March 1, 2016

	2.4

3.1

3.2

4.1
	1.0 / 4

1.0 / 20

1.0 / 8

1.0 / 18
	Added 2nd Send E-Mail

Updated Frequency bias and BAAL step

Updated Down Ramp Event step 2

Updated QSGR Qualification Test
	April 29, 2016

	2.1

2.2

3.1

3.3

3.5

3.9

4.1

5.1

5.5
	1.0 / 4

1.0 / 4

1.0 / 21

1.0 / 21

1.0 / 14

1.0 / 3

1.0 / 19

1.0 / 23

1.0 / 7
	Updated for COM-002-4

Updated for COM-002-4

Updated for BAL-001-2 and COM-002-4

Updated for COM-002-4

Updated Deploying Non-Spin step

Updated for COM-002-4

Updated for COM-002-4

Updated for COM-002-4

Updated for COM-002-4
	June 30, 2016

	5.3
	1.0 / 21
	Changed Business Hour to Time Period
	July 15, 2016

	2.2

3.3


	1.0 / 5

1.0 / 22


	Added Hotline Call Communication Note

Added SCED Failure Frequency Guidelines

Updated LFC Failure Step 2 Q#32 Script Title

Updated LFC Failure Step 4 Q#33 Script Title

Updated EMMS Failure step 2 Q#34 Script Title

Updated EMMS Failure step 5 Q#35 Script Title
	September 30, 2016

	3.5

5.1


	1.0 / 15

1.0 / 24


	Updated Valley Generation step 1

Added  Specific Scripts for Transmission Operator step Transmission Emergency script Q#71
	November 2, 2016

	4.1


	1.0 / 20


	 Added Real-Time Data Issues known by the QSE

All procedures in this manual have been reviewed
	December 30, 2016

	1.3

2.1

2.5

2.6

2.7

3.2

3.10

5.1

5.3

5.5

6.1

6.2

6.3

8.1
	1.0 / 3

1.0 / 5

1.0 / 5

1.0 / 17

1.0 / 4

1.0 / 9

1.0 / 4

1.0 / 25

1.0 / 22

1.0 / 8

1.0 / 7

1.0 / 13

1.0 / 11

1.0 / 7
	Updated Roles/Responsibilities section

Updated for IRO-001-4

Updated categories to show RAS

Updated procedure purpose 

Updated procedure purpose

Deleted ELRAS and held location open

Updated procedure purpose

Updated title and all 1st steps

Removed step WS ERS

Added Implement EEA Level 3 step EEA3 PRC <1000 MW

Updated first note

Updated procedure purpose

Updated procedure purpose

Updated procedure purpose

Updated procedure purpose
	March 31, 2017

	3.1
	1.0 / 22
	Updated Frequency bias
	April 4, 2017

	3.3

5.1
	1.0 / 23

1.0 / 26
	Added section on ICCP Outages
Updated Transmission Watch
	April 6, 2017

	3.1

3.5


	1.0 / 23

1.0 / 16


	Updated Response to Low Frequency step Monitor/Deploy

Updated Insufficient Generation step Deploying Non-Spin
	June 1, 2017

	3.1

5.3


	1.0 / 24

1.0 / 23


	Updated Response to Low Frequency step 25 Minutes

Updated 1st note, step EEA Level 2 and EEA Level 3
	June 30, 2017

	2.4

3.1

5.3
	1.0 / 5

1.0 / 25

1.0 / 24
	Updated steps

Added note Response to Low Frequency

Updated step 20 Minutes and added scripts

Added note Implement EEA Level 2 and Level 3
	July 28, 2017

	3.1

3.3


	1.0 / 26

1.0 / 24


	Updated Response to Low Frequency step 10 Minutes

Updated LFC (AGC) Failure steps 1 & 3

Updated EMMS (LFC and RLC/SCED) Failure steps 1,3, &4
	September 29, 2017

	3.9
	1.0 / 4
	Updated note
	October 31, 2017

	2.4

3.4

7.1
	1.0 / 6

1.0 / 12

1.0 / 5
	All procedures in this manual have been reviewed

Updated steps

Updated procedure for BAL-002-2

Updated Primary Control Center 4th note
	December 28, 2017

	3.3

3.5

3.9
	1.0 / 25

1.0 / 17

1.0 / 5
	Updated ICCP Ouages to include MIS and outage scheduler

Added Note

Updated Start CFC Test & End CFC Test
	February 28, 2018

	3.1
	1.0 / 27
	Updated Maintain System Frequency step Objective
	April 5, 2018

	2.2

2.7
3.3
3.9
	1.0 / 6

1.0 / 5
1.0 / 26
1.0 / 6
	Updated procedure purpose

Updated steps
Updated steps LFC (AGC) Failure and EMMS (LFC and RLC/SCED) 
Updated steps
	May 1, 2018
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