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3.3
Responsive Reserve and System Inertia Sufficiency Monitoring
Procedure Purpose:  Monitor and detect possible time periods when procured Responsive Reserve (RRS) may be inadequate based on expected online inertia with recommended actions.
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	Step
	Action

	Day Ahead RRS Sufficiency Monitoring

	NOTE
	Monitor the adequacy of available RRS reserves based on expected grid operating conditions and identify hours when procured RRS may not be sufficient. 

· Monitor RRS computed using the expected online inertia based on the most recent COPs for resources, 

· Posted RRS computed using studies based on TAC approved A/S Methodology, 

· Scheduled RRS computed using obligations in COPs of generation & load resources and the estimated online inertia, 

· Actual RRS available computed based on telemetry and actual online inertia and

· Shortfall in posted/procured RRS in comparison to estimated RRS computed using expected online inertia. 

Once DAM and DRUC have completed (after 1600) observe the next day for RRS shortages. If you have small shortages of ~2% or less it is recommended that you monitor those hours as you get closer to Real-Time. If the anticipated insufficiency continues and the PRC is expected to be low during those hours then additional RRS reserves may be needed. Discuss and coordinate with Shift Supervisor, Real-Time and Resource Desk all necessary actions.
(See Desktop Guide Reliability Risk Desk Section 2.4)

	LOG
	Log all actions.

	Look Ahead Monitoring of Responsive Reserve Service

	NOTE
	The purpose of this section is to provide recommendations for 

assessing and detecting possible insufficiencies in RRS reserves that may be detected in several hours ahead of Real-Time hours due to changes in wind forecast and thus changes in estimated online inertia.

	MONITOR
	(See Desktop Guide Reliability Risk Desk Section 2.4)

	1
	IF:

· DAM & DRUC have finished execution AND

· Shortfall is noticed in posted/procured RRS in comparison to the estimated RRS needed based on expected online inertia computed using the most recent COPs from resources.

THEN:

· Contact wind QSEs with large errors in COP HSLs for these hours and continue to monitor the Worksheet/Chart for updates.

· Determine if any QSEs with Ancillary Service Obligations have Ancillary Service shortage in their COPs and if so ask them to research this issue.
· Continue monitoring conditions closer to Real-Time. If shortfall persists, if PRC is expected to be low during these hours, determine in consultation with Shift Supervisor if additional RRS may need to be procured (via Supplemental Ancillary Service Market (SASM) or if additional resources may need be committed (via Reliability Unit Commitment (RUC).

	LOG
	Log all actions.

	Real-time RRS Sufficiency Monitoring

	NOTE
	Constantly monitor the grid operating conditions & the adequacy of available RRS and identify hours when procured RRS & Physical Responsive Capability (PRC) may not be sufficient. If there is a shortfall in the procured/available RRS obligations and the reserves required exceed RRS procured/available based on actual grid conditions and online inertia but during those same hours, there was adequate PRC and primary frequency responsive capacity available to arrest frequency decline during a sudden loss of generation no action is necessary.
· Monitor RRS needed based on grid operating conditions & online inertia, 

· Monitor RRS available computed based on telemetry and online inertia, 

· If Shortfall in procured/available RRS in comparison to actual RRS required is identified as well as actual PRC and Primary Frequency Responsive (PFR) capability computed using actual PRC capability is determined to be insufficient to arrest frequency decline during a sudden loss of generation then necessary actions must be discussed and coordinated with Shift Supervisor, RUC, Real-Time and Resource Desks.

(See Desktop Guide Reliability Risk Desk Section 2.4)

	NOTE
	The purpose of this section is to provide recommendations for monitoring adequacy of RRS in Real-Time.

	1
	IF:

· Shortfall is noticed in procured/available RRS in comparison to  the estimated RRS needed based on actual grid conditions and online inertia AND

· Shortfall is noticed in available PFR capability computed based on PRC in comparison to actual RRS needed AND 

· Analysis determines shortfall in posted/procured RRS in the hours immediately following the current Operating Hour. 

· If PRC is expected to be low during these hours,

THEN:

· Determine in consultation with Shift Supervisor if additional RRS may need to be procured via SASM or if additional resources may need be committed via RUC.

	LOG
	Log all actions.

	Look Ahead Critical Inertia Level Sufficiency Monitoring

	NOTE
	Monitor the adequacy of Critical Inertia Level based on expected grid operating conditions and identify hours when Critical Inertia Level may not be sufficient.  Critical Inertia Level for ERCOT is 100 GW-s.

	1
	IF:

· DAM & DRUC have finished execution AND

· Shortfall is noticed in Critical Inertia Level needed based on expected online Critical Inertia Level computed using the most recent COPs from resources.
THEN:
· Determine the need for additional generation to be committed for future hours to maintain Critical Inertia Level above 105 GW-s
· Discuss results with shift supervisor.

	LOG
	Log all actions.

	Real-time Critical Inertia Level Sufficiency Monitoring

	NOTE
	Monitor the adequacy of Critical Inertia Level based on expected grid operating conditions and identify hours when Critical Inertia Level may not be sufficient.  Critical Inertia Level for ERCOT is 100 GW-s.

	1
	IF:
· Critical Inertia Level alarm comes in at 120 GW-s.

THEN:
· Verify accuracy of the Critical Inertia Level monitoring display

· Determine the need for additional generation to be committed for future hours to maintain Critical Inertia Level above 105 GW-s

· Discuss results with shift supervisor and RUC desk

	2
	IF:
· Critical Inertia Level alarm comes in at 110 GW-s.

THEN:
· Verify accuracy of the Critical Inertia Level monitoring display

· Determine the need for additional generation to be committed for future hours to maintain Critical Inertia Level above 105 GW-s
· Discuss results with shift supervisor and RUC desk

	3
	IF:
· Critical Inertia Level declines to 105 GW-s.

THEN:
· Take action immediately by notifying Shift Supervisor, RUC and Resorce desks.  Actions may include:

· Resource operator deploying Non-Spin

· RUC operator deploying off-line short start

· RUC operator giving Operating instruction to bring on OFFQS generation AND 

· Follow up OFFQS EDI from RUC operator

	LOG
	Log all actions.
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