Power Operations Bulletin # 803
ERCOT has posted/revised the Transmission and Security manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
3.3
Analysis Tool Outages
Procedure Purpose: To notify TOs to monitor SOLs, IROLs and GTCs in their areas during tool outages.
	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	IRO-008-2
R4
	NUC-001-3

R4.3
	TOP-001-3

R9, R13
	


	Version: 1 
	Revision: 20
	Effective Date:  July 28, 2017


	Step
	Action

	
	
· 
· 
· 

	
	



	STATE ESTIMATOR/RTCA

	1
	IF:

· The SE/RTCA has not solved; 
THEN:

· Coordinate with the Operations Support Engineer for up to 15 minutes from last successful solution;
· Refer to Desktop Guide Transmission Desk Section 2.1 to assist with troubleshooting,
IF:

· The SE/RTCA remains unsolved; 
THEN:

· Make notifications,

· Continue to monitor the system as possible,

· Coordinate with the Operations Support Engineer to ensure a Real-time Assessment (RTA) is performed within 30 minutes of the last SE/RTCA solution and within 30 minutes of each RTA conducted thereafter,

· Refer to section 3.7 to ensure congestion management continues with manual RTAs. 

	2
	Must be completed within 30 minutes of the tool outage:
Notify the two master QSEs that represent the Nuclear Plants that ERCOTs [State Estimator/RTCA] is not functioning and is expected to be functional within approximately [# minutes].

	3
	If the State Estimator/RTCA has NOT solved within the last 30 minutes: 

Make a Hotline call to issue an Advisory to the TOs:

T#21 - Typical Hotline Script for Advisory for State Estimator/RTCA Not Solved



	4
	Notify Real-Time operator to make hotline call to QSEs.

	5
	Post Advisory message on MIS Public.

Typical Posting Script:
Advisory issued due to ERCOT’s [State Estimator/RTCA] is currently unavailable.

	6
	Once the State Estimator/RTCA is operational:

Make a Hotline call to cancel the Advisory to the TOs:

T#22 - Typical Hotline Script to Cancel Advisory for State Estimator/RTCA:  



	7
	Notify the two master QSEs that represent the Nuclear Plants that the [State Estimator/RTCA] is now functional.

	8
	Notify Real-Time operator to make hotline call to QSEs.

	9
	Cancel Advisory message on MIS Public.

	LOG
	Log all actions.

	Voltage Security Assessment Tool (VSAT)

	1
	IF:

· VSAT has not run in the last 15 - 20 minutes, OR
· VSAT is indicating “Stopped”, “Incomplete”, or “Server Invalid”;
THEN:

· Continue to monitor the flows in RTMONI

· Rerun the RTNET, RTCA, and RTDCP (VSA)

· Notify the Operations Support Engineer



	2
	If VSAT has NOT solved within the last 30 minutes: 

Make a Hotline call to issue an Advisory to the TOs:

T#23 - Typical Hotline Script for Advisory for VSAT Tool outage


	3
	Notify Real-Time operator to make Hotline call to QSEs.

	4
	Post Advisory message on MIS Public.

Typical MIS Posting:
Advisory issued due to ERCOT’s Voltage Security Assessment Tool is currently unavailable.

	5
	IF:

· A major topology change occurs while VSAT is unavailable;
THEN:

· Notify and request the Operations Support Engineer to run a manual study to  verify limits

· Update any limits in RTMONI or manual Real Time Assessments as necessary.

· Take action as necessary

	6
	Once VSAT is operational:

Make a Hotline call to cancel the Advisory to the TOs:

T#24 - Typical Hotline Script to Cancel Advisory for VSAT Tool  



	7
	Notify Real-Time operator to make Hotline call to QSEs.

	8
	Cancel Advisory message on MIS Public.

	LOG
	Log all actions.

	ICCP Outages

	Planned
	Market Notices are sent out for ERCOT Planned ICCP Site Outages that are expected to last 30 minutes or more.  

	Unplanned
	ERCOT ICCP has an Unplanned Site Outage that is expected to last 30 minutes or more.

	1
	IF:

· ERCOT ICCP has an Unplanned Site Outage that is expected to last 30 minutes or more;
THEN:

· Make a Hotline call to the TOs:

T#97 - Typical Hotline Script for ERCOT ICCP Unplanned Site Outage

	2
	Once ERCOT ICCP is back to normal operations:

Make a Hotline call to notify TOs:

T#98 - Typical Hotline Script for ERCOT ICCP Normal



	LOG
	Log all actions.


3.7
Manual Real-time Assessment (RTA)

Procedure Purpose: To ensure the IROL, SOLs and GTCs are monitored and corrective actions are taken for post-contingency overloads and basecase overloads.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	IRO-002-4 R3
	IRO-008-2
R4, R5, R6
	IRO-009-2 R2, R3
	

	
	TOP-001-3

R10, R10.1, R10.2, R13, R14
	
	
	


	Version: 1 
	Revision: 0
	Effective Date:  July 28, 2017


	Step
	Action

	NOTE
	The Reliability Coordinator must ensure, if analysis tools are unavailable, that a RTA is performed at least once every 30 minutes.  The analysis tools applicable are:

· State Estimator

· RTCA

· RTMONI

	NOTE
	A RTA is an evaluation of system conditions using Real-time data to assess existing (pre-Contingency) and potential (post-Contingency) operating conditions. 

The RTA is required to include applicable load, generation output levels, known Protection System and Remedial Action Scheme (RAS) status or degradation, Transmission and Generation outages, DC Tie schedules, Facility Ratings, and identified phase angle and equipment limitations.

This RTA must evaluate for all SOL exceedances (e.g. Facility Ratings, voltage limits, and any GTLs).

	1
	WHEN:

· The Operations Support Engineer performs a manual RTA (at least every 30 minutes) and saves the study; 
THEN:

· Open the save case to review the results;

Considerations:

· If SE/RTCA is not operational due to TO/QSE ICCP data issues, results could be erroneous.  Coordination with the appropriate TOs will be necessary.  

· Use the most limiting parameter when determining corrective actions for SOL exceedances, unless the parameter is determined to be erroneous by both ERCOT and the TO/QSE.
IF:

· TCM is operational; 

THEN:

· The Operations Support Engineer will build manual constraints for SCED to re-dispatch

IF:

· TCM in not operational and manual re-dispatch is necessary; 

THEN:
· Manually re-dispatch using a VDI and notify the appropriate TO
IF:

· If SCED is operational; 

THEN:
· Monitor constraints in SCED to ensure resolution

UPDATE: 

· RTMONI as necessary for GTLs 

	2
	WHEN:

· Topology changes are reported; 
THEN:

· Notify the Operations Support Engineer is aware for the manual RTA.

IF:

· If requested by Shift Supervisor or Operations Support Engineer to manually replace data/statuses; 

THEN:
· Replace the topology changes that were reported.
Other Considerations:

· System Load changes,

· Large generation re-dispatch

	3
	ONCE:

· The tools are back operational and manual RTAs are no longer needed;
THEN:
· Coordinate with the Operations Support Engineer to remove any unneeded manually replace data/statuses.

	LOG
	Log all actions.


4.1
Transmission Congestion Management

Procedure Purpose:  To verify and take corrective action for post-contingency overloads for various conditions.
	Protocol Reference
	3.10.4(2)
	6.5.1.1
	6.5.5.2 (1)
	

	
	6.5.7.1.10
	6.5.7.1.11
	6.5.7.8
	6.5.9 (2)

	
	6.5.9.2(3)(c)&(e)
	6.5.9.3.3(2)(c)
	6.5.9.3.4(2)
	6.5.9.3.4(5)

	Guide Reference
	2.2.2
	
	
	

	NERC Standard

	IRO-001-4

R1
	IRO-002-4

R3
	IRO-006-TRE-1

R1, R2
	IRO-008-2

R2, R3, R5, R6

	
	PER-004-2 

R2
	TOP-001-3

R1, R10, R10.1, R10.2, R14, R18
	TOP-002-4

R2, R3
	


	Version: 1 
	Revision: 45
	Effective Date:  July 28, 2017


	Step
	Action

	NOTE
	Although the steps within the procedure are numbered, the numbering is for indexing purposes and are not sequential in nature.  The system operator will determine the sequence of steps, exclude steps, or take any additional actions required to ensure system security based on the information and situational awareness available during both normal and emergency conditions.

	Authority
	ERCOT System Operators have the authority to take or direct timely and appropriate real-time action, up to and including shedding firm load to alleviate System Operating Limit (SOL) violations.  Following a separation from the Interconnection, and following automatic under-frequency load shedding, System Operators will also instruct TOs to shed additional load manually when there is insufficient capacity to restore system frequency.  

To include directing physical operation of the ERCOT Transmission Grid, including circuit breakers, switches, voltage control equipment, and Load-shedding equipment.

	CAUTION
	IF:

· At any time, the prescribed measures within this procedure fail to resolve the congestion, AND
· The transmission system is in an unreliable state (see Section 4.2 if a DC-Tie has a shift factor)

THEN:

· Issue an Emergency Notice
· See Generic Script in Section 7.1

· Notify Real-Time operator to make hotline call to QSEs.

	Critical

Facilities
	Critical facilities are the ERCOT defined contingencies that show up after running Real Time Contingency Analysis (RTCA) as a post-contingency overload.  This list is located in the EMS and an electronic copy is located on the MIS Secure site:

Select: Grid>Generation>Reliability Unit Commitment>Standard Contingency List’

Select “Standard Contingency List” Open the zip file>Open the CIM file>Select the Standard_Contingency_List tab and view the contingencies.

A potential critical facility becomes a critical facility when the contingency appears in RTCA as a post-contingency overload.

	NOTE
	Congestion Management techniques consist of:

· SCED

· Phase Shifters (shift factors are on the TCM display)

· Remedial Action Plan (RAP)
· Pre-Contingency Action Plan (PCAP)

· Mitigation Plan (MP) – enacted Post-Contingency

· Temporary Outage Action Plans (TOAP)

· Building a manual constraint 

· Non-Spin 

The electronic and hard copy for the RAPs, PCAPs, and MPs are to be considered current.  Should a conflict exist between the electronic and hard copy, the electronic version is to be used.

· This data can be viewed at ERCOT SharePoint > System Operations – Control Center > Quick Links > Remedial Action Schemes (RAS) and/or MP/PCAP/RAP ,
· OCTOAPs are located in the daily Outage Notes.

	Constraint Shift Factor Cut Off
	Basecase and post-contingency constraints which do not have generator shift factors for units greater than or equal to 2% as indicated in EMS or indicate NOSCED are not activated in SCED.  

See Section 4.6 Mitigation Plan for additional details.

	Review Planned Outage Notes

	Non-Cascading

Condition
	Review daily outage notes:

IF:

· Studies indicate a high post-contingency overload (125% of Emergency rating or greater) due to a Planned outage AND it is not a cascading condition; 

THEN:

· Allow the outage
· Activate the constraint and step the constraint down by adjusting the %Rating (increments of 5%)


	Cascading

Condition
	IF:

· Studies indicate a high post-contingency overload (125% of Emergency rating or greater), AND it is a cascading condition, OR

· An unsolved contingency, OR

· A Basecase overload;
THEN:

· Take pre-posturing measures to reduce the flow before the outage is taken

· Use RTMONI if available on a GTC, OR

· Have a manual constraint created if needed 

IF:

· Constraint is ineffective 

THEN:

· Use HDL/LDL override as last resort

· Post message on MIS Public 

Typical MIS Posting Script:
ERCOT is taking manual actions to pre-posture for XXXX outage

ONCE:

· Studies show that the post-contingency is below 125% of Emergency rating 

· Give approval for the outage, 

· Activate constraint, and

· Release manual override after SCED runs

· Cancel MIS posting.

	Log
	Log all actions.

	Evaluate Real Time Contingency Analysis (RTCA) Results

	1
	IF:

· A major topology change has occurred;

THEN:

· Re-run RTCA and VSAT.
IF:

· A constraint needs to be controlled before the next SCED run

THEN:

· Manually run RTCA after activating the constraint, AND

· Manually execute the SCED process

	Log
	Log all actions.

	Post-Contingency Overloads

	1
	IF:

· A post-contingency overload is approaching 98% of its Emergency Rating;

THEN:

· Verify the contingency definition associated with the constraint is accurate and appropriate given the current state of the grid

· Verify SCADA is of similar magnitude to the pre-contingency value (MW and MVAR flows)

· Review the limits in DYNRTG static table in order to ensure that the telemetry of the lines is within the acceptable range.

	2
	IF:

· Inaccurate, 

· Indicate NOSCED, OR

· There is not a unit with at least a 2% shift factor;

THEN:

· DO NOT employ congestion management techniques, 
· Notify the Shift Supervisor and Operations Support Engineer to investigate or create a CMP.
· Acknowledge the constraint and list a reason using the drop down box,

· The comment field should be used for additional information 

	3
	IF:

· Accurate, AND

· There is a unit with at least a 2% shift factor;

THEN:

· Verify no RAS (identified as RAS in EMS), or RAP exist

· Activate constraint

· Lower the value in the % Rating column in TCM to tighten the constraint as needed (minimum of 95%, excluding GTCs)
IF:
· A PST can help solve the congestion;

THEN:
· Activate the constraint until the PST is studied and moved.

	4
	IF:

· A post-contingency overload of 98% or greater of the Load Shed Rating exist with a RAP in place;

THEN:

· Activate the constraint to reduce the predicted post-contingency loading to no more than 98% of the Load Shed Rating;

IF:

· Constraint needs to be controlled within the next 5 minutes;

THEN:
· Manually run RTCA after activating the constraint,

· Manually execute the SCED process,

· Refer to “Managing Constraints in SCED”.

	Monitoring Sub Synchronous Resonance (SSR)

	CAUTION
	· There are two series Capacitors at Gauss substation.  One should remain bypassed all of the time.  The ERCOT outage monitoring tool will verify these conditions.
· Only one set of series capacitors at either Edison or Oersted will be in service at any time.  The ERCOT outage monitoring tool will verify these conditions.
· Prior to energizing or bypassing any series capacitors from service, ERCOT System Operators should run an STNET power flow study and contingency analysis.

	Capacitors

With SSR issues
	Name          EMS ID          Transmission Operator 

Edison         EDISON         AEP TO

Orsted         OERSTED      AEP TO

Gauss          GAUSS           AEP TO

Kirchhoff    KIRCHHOF    AEP TO

Ctt_Cros     CTT_CROS    CROSS TEXAS TO



	NOTE
	· SSR Studies identify the conditions for SSR.  These outages are programmed into the EMS monitoring tool.

· TO(s) should contact ERCOT System Operations prior to energizing or bypassing any Series Capacitor.

· WARNING:  If the generator plant is three contingencies away from SSR vulnerability, a notification will inform a system operator to review the procedural plan.

· ALERT:  If the generator plant is two or fewer contingencies away from SSR vulnerability, an alert will inform a system operator to implement the procedural action plan.  A Generator is allowed to reside in this condition for 8 hours.

· The ERCOT EMS system will be utilized to monitor transmission outages.  A double circuit transmission outage is considered as one contingency in Operations.

	Output

Displays
	REVIEW REFERENCE DISPLAY:

ERCOT EMS Applications>OLNETSEQ – Real-Time Network  On-line Sequence

Contingency Violation Display

SSR Summary Display

IF:

· You receive an SSR alarm but the impacted Resource is offline.

THEN:

· Take action accordingly because the SSR tool does not take into account if the unit is planned ON/OFF

	Warning
	IF:

· EMS SSR Notification (Warning) Three Contingencies away from SSR vulnerability

THEN:

· Notify Shift Supervisor 

· Instruct Operations Support Engineer to review Action Plan

· Consider restoring planned outages with less than 8 hours restoration times

	Alert
	IF:

· EMS SSR Notification (Alert) Two Contingencies away from SSR vulnerability

THEN:

· Notify Shift Supervisor and Operations Support Engineer

· Assess system with series Capacitors bypassed

IF:

· Congestion is identified during the assessment 

THEN:

· Activate the Manual Constraint

· Bypass Series Capacitors promptly

Typical Script for TO:  

This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing [TO] an Operating Instruction to bypass the [Edison and Oersted], [Cross and Gauss], or [Kirchhoff] Series Capacitor for SSR mitigation and update the Outage Scheduler.  Notify ERCOT when this task is complete.  Please repeat this back to me.  That is correct, thank you.”

· Post message on MIS Public

Typical MIS Posting of the SSR Mitigation: 

“ERCOT is bypassing the [Series Capacitor] for SSR mitigation.”

· Activate Constraint (if any)

· Contact affected TOs, Inquire if planned/forced outages can be restored within 8 hours

	1
	IF:

· There are two Contingencies away from SSR vulnerability Series Capacitor cannot be opened or the planned/forced outages cannot be restored within 8 hours

THEN:

· Notify Shift Supervisor and Operations Support Engineer

· Assess system with [Kendall – Big Hill 345 kV line], [Edith Clarke – Clear Crossing 345 kV line] and/or [Tule Canyon – Tesla 345 kV line], or [Dermott Switch – Clear Crossing 345 kV line] opened
IF:

· Congestion is identified during the assessment
THEN:

· Activate the Manual Constraint
· Instruct TO to open [Kendall – Big Hill 345 kV line], [Edith Clarke – Clear Crossing 345 kV line] and/or [Tule Canyon – Tesla 345 kV line], or [Dermott Switch – Clear Crossing 345 kV line]
· Consider RUC De-Commit of a Resource if this action is less restrictive and additional capacity is needed.  
Refer to Desktop Guide Transmission Desk 2.18 Sub-Synchronous Resonance

	2
	The MIS posting of the SSR Mitigation MUST be posted prior to SSR Notification (Alert) One Contingency away from SSR vulnerability.

IF:

· EMS SSR Notification (Alert) identifies one Contingency away from SSR vulnerability

THEN:

· Notify QSE with impacted resource

	Normal Operations
	WHEN: 

· Back to normal operations.

CANCEL: 

· SSR mitigation message on MIS Public.

	Back in Service
	WHEN:

· Conditions improve and there is no reportable SSR condition 

THEN:

· Assess system with series Capacitors in service

· Insert Series Capacitors

Typical Script for TO:  

This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing [TO] an Operating Instruction to close the [Edison and Oersted], [Cross and Gauss], or [Kirchhoff] Series Capacitor as conditions have improved and there is no reportable SSR condition at this time.  Notify ERCOT when this task is complete.  Please repeat this back to me.  That is correct, thank you.”

	Log
	Log all actions.

	Post-Contingency Overloads on the South DC Ties

	1
	IF:

· A post-contingency overload is approaching 98% of the Emergency Rating with shift factors for a DC-Tie export;

THEN:

· Activate the constraint if a 2% or more shift factor exists.

IF:

· Shift factors exists for a DC-Tie export only or if activating the constraint does not fully resolve the congestion;

THEN:

· Ensure appropriate Resources have been committed,

· Issue a Transmission Watch

· Make Hotline call to TOs

· Post message on MIS Public 

· Notify Real-Time Desk to make Hotline call to QSEs

· Request DC-Tie Operator to curtail any exports to zero (0) on the appropriate South DC-Tie or a specific MW amount 

· Ensure a Mitigation Plan exists for the contingency and review with  TO,

· If no Mitigation Plan exists, notify Operations Engineer to create one.  

T#91 - Typical Hotline Script for Transmission Watch for the South DC Tie(s)

Typical MIS Posting Script:
A Transmission Watch has been issued for the South DC Tie(s) (DC_L, DC_R and/or DC_S) due to [reason].

	Basecase Overloads

	1
	IF:

· A Basecase exists

THEN:

· Verify SCADA is of similar magnitude to the Actual Basecase value (MW and MVAR flows)

· Example: Review the SCADA value with Actual (state estimation value)

	2
	IF:

· Inaccurate, 

· Indicate NOSCED, OR

· There is not a unit with at least a 2% shift factor;

THEN:

· DO NOT employ congestion management techniques, 
· Notify the Shift Supervisor and Operations Support Engineer to investigate or create a CMP.
· Acknowledge the constraint and list a reason using the drop down box,

· The comment field should be used for additional information

	3
	IF:

· Accurate, AND

· There is a unit with at least a 2% shift factor;

THEN:

· Activate constraint

· Lower the value in the % Rating column in TCM to tighten the constraint as needed (minimum of 95%, excluding GTCs)
IF:
· A PST can help solve the congestion;

THEN:
· Activate the constraint until the PST is studied and moved.

	ONTEST
	Resources with a Resource Status of ONTEST, may not be issued dispatch instructions / Operating Instructions except:

· For Dispatch Instructions / Operating Instructions that are a part of the testing; or

· During conditions when the Resource is the only alternative for solving a transmission constraint (would need QSE to change Resource Status); or

· During Force Majeure Events that threaten the reliability of the ERCOT System. 

	QSGR
	Market Operation>Real-Time Market>SCED Displays>DSI Displays>DSI Data Processes>DSI Operator Manual Overide HDL And LDL 
IF:

· A QSGR is needed for voltage support or an unsolved contingency;

THEN:

· Override LDL to a level greater than or equal to the COP LSL

· DO NOT override while SCED is running, 

· Notify QSE as time permits

· Post message on MIS

Typical MIS Posting Script:
ERCOT is taking manual actions for XXXX constraint.

· These Resources can be viewed at ERCOT SharePoint > System Operations – Control Center > Quick Links > Approved Quick Start (QSGR) Resources

	Not Dispatchable to SCED
	REVIEW REFERENCE DISPLAY:

EMS Applications>Generation Control>Resource Limit Calculation>RLC Unit Input Data and RLC Unit Output Data

IF:

· A QSE has telemetered more A/S on a specific Resource that is greater than their HSL, OR

· A Resource is generating more than their telemetered HSL; 

THEN:

· SCED will set the HDL=LDL=MW making the Resource undispatchable,

· Request the QSE to make corrections to telemetry (Resource status, Resource limits, A/S responsibilities, etc.)

· Disregard IRRs unless transmission constraint is active.

	Qualifying

Facilities
	A list of Qualifying Facilities can be found in Desktop Guide Common to Multiple Desk section 2.20

IF:

· A Qualifying Facility (QF) is needed  to operate below its LSL, or be ordered off-line to solve congestion;

THEN:

· Issue an electronic Dispatch Instruction confirmation to the appropriate QSE,

· Choose “DECOMMIT or ERCOT REQUESTED QF OPERATE BELOW LSL” as the Instruction Type from Resource level

· Enter contingency name in “other information”

When issuing a VDI or confirmation, ensure the use of three-part communication:

· Issue the Operating Instruction

· Receive a correct repeat back

· Give an acknowledgement

· Issue an Emergency Notification via Hotline call to TOs, 

· Instruct the Real-Time Operator to make Hotline call to QSEs,

· Post message to MIS Public.

T#28 - Typical Hotline Script for Emergency Notice for instructing Qualifying Facility to operate offline/below LSL


	Log
	Log all actions.  If known, log the outage that is causing the congestion. 

	Basecase / Post-Contingency Exceedance of Phase Angle

	1
	IF:

· A Phase Angle exceedance exists,
THEN:

· Verify SCADA is of similar magnitude to the Actual value (MW and MVAR flows)

Example: Review the SCADA value with Actual (state estimation value)

	2
	IF:

· Phase Angle exceedance is valid;

THEN:

· Notify the appropriate TO and make them aware of the potential that reclosure of breakers could be affected,  

IF:

· The TO needs assistance from ERCOT to get Phase Angle exceedance adjusted;

THEN:

· This could be transmission switching, creation of a manual constraint, bringing on an additional Resource, returning a planned outage, or development of a CMP.

	Log
	Log all actions.

	Post-Contingency Overloads on Private Use Networks (PUNs) or Customer Owned Equipment behind the Meter

	1
	IF:

· A post-contingency overload is 100% of its Emergency Rating on a PUN or customer owned equipment;

THEN:

· Contact the appropriate QSE/PUN to alert them of the post-contingency overload,

VERIFY:

· There is a plan to mitigate the overload if the contingency were to occur.

	2
	IF:

· It is determined that the QSE/PUN has no way to mitigate or correct the congestion;

THEN:

· Instruct the QSE/PUN to take action such as lower/raise generation or load (verbal Operating Instruction only, do not override HDL/LDL or activate constraint in SCED) and
· Acknowledge the post-contingency overload in TCM.

	3
	IF:

· The contingency occurs;

THEN:

· Notify the QSE/PUN to ensure action is being taken on the plan. 

	4
	IF:

· A post-contingency overload of 98% or greater of its Emergency Rating on transmission equipment (non-PUN or customer owned equipment), and the only shift factor of 2% or more is a PUN unit;

THEN:

· Activate the constraint.

	Log
	Log all actions.

	Managing Constraints in SCED

	NOTE
	One of the key tasks is to properly monitor and manage transmission constraints.  Keep track of non-binding constraints that have flows approaching their limits and be prepared to take action as the constraint approaches its rating.

	Output

Displays
	REVIEW REFERENCE DISPLAY:

Market Operation>Real-Time Market>SCED Displays>DSP Displays>DSP Constraint Summary

Once SCED has completed its run, check the validity of the binding/exceeded constraints, limits, shadow price, and current real-time flows.

	In 

Series


	It is common for series elements to have nearly identical shift factors for a given contingency.  If post-contingency loading of 98% or greater occurs for multiple elements which have been identified as being in series with each other, only the most limiting constraints should be activated to mitigate all the series element congestion.

Example: Contingency A overloads X, Contingency A overloads Y

	Same

Element
	If post-contingency loading of 98% or greater occurs on the same element for multiple contingencies and they have nearly identical shift factors, only one of the most limiting constraints should be activated to mitigate the congestion.

Example:  Contingency A overloads X, Contingency B overloads X

	1
	Verify that the SCED executions are reducing the flows on each constraint that is binding.

	2
	When a constraint becomes violated in SCED, which is when it has reached its max shadow price and is exceeding its Emergency rating, review the following bullets to take the appropriate action(s):
· Confirm that pre-determined relevant RAPs are properly modeled in the EMS,

· Ensure base points are being followed ,

· Remove Resource from  ONTEST ,

· Remove A/S to increase capacity available to SCED (see procedure below),

· Determine if a unit carrying Off-line Non-Spin could be used,

· Ask Resource Operator to deploy Non-Spin for the specific unit

· The telemetered Non-Spin schedule must be changed to 0 for SCED to dispatch the Resource

· Determine if additional units could be committed/decommitted,

· Confirm SCED is balancing conflicting constraints

· Ensure reactive devices are being utilized

	3
	IF:
· All applicable steps above have been completed, AND constraint is still exceeding its Emergency Rating;
THEN:
· Seek to determine what unforeseen change in system condition has arisen and where possible, seek to reverse the action, 

· Instruct Operations Support Engineer to develop a mitigation plan, AND  

· Contact Manager, System Operations and/or Control Room Operations Manager to investigate further

· Refer to Section 4.3, Closely Monitored SOLs

	NOTE
	EMP Applications>TCM-Transmission Constraint Manager>Related Displays>Message Log for CAM

IF:

· No shift factors are passed for the constraint;

THEN:

· Contact Help Desk to issue a ticket to EMMS Production to fix immediately.

	Log
	Log all action taken including the following:

· Reason for doing a manual override

· Any security violations that were ≥ 125% of the Emergency Rating

	Remove A/S to Increase Capacity available to SCED

	1
	RLC Unit Input Data display

IF:

· A/S needs to be removed from a specific unit in order to increase capacity to SCED;

THEN:
· Instruct the QSE to remove the A/S by updating their telemetry to ON to free that capacity to SCED

· Notify Resource Operator with undeliverable A/S type, amount and approximate hours.

	LOG
	Log all actions.

	Unsolved Contingencies

	1
	Periodically check the “Contingency Solution Results” display:
IF:

· An unsolved contingency exist;

THEN:

· Run the State Estimator again,

· If unsolved contingency remains, notify the Operations Support Engineer to investigate

IF:
· Generation needs to be re-dispatched to solve the contingency

· Use HDL/LDL override 

· Post message on MIS Public (only if a manual override is used)

Typical MIS Posting Script:
ERCOT is taking manual actions for an unsolved contingency.

WHEN:

· Constraint solves and the contingency comes into RTCA

· Activate constraint, and

· Release manual override after SCED runs

· Cancel MIS posting.

	LOG
	Log all action taken including the following:

· Reason for unsolved contingency

· Actions taken to resolve

	Model Inconsistencies/Updates

	1
	IF:

· Any inconsistencies in ratings, impedance changes, etc. are found;
THEN:

· Notify Operations Support Engineer so that they can work with the TO to confirm the correct information and if required, correct it through the NOMCR process.

	2
	IF:

· There is a difference in a Facility rating or system voltage limit between ERCOT and a TO;
THEN:

· The most limiting rating will be used until the correct rating can be determined,

· Notify Operations Support Engineer so that they can work with the TO to confirm the correct information and if required correct it through the NOMCR process.

	LOG
	Log all actions.

	QSE Requests to Decommit a Resource

	1
	IF:

· Notified by the Resource/RUC Operator of a request to decommit a self-scheduled Resource;
THEN:

· Perform a real-time study (if necessary) to determine that no violation of security criteria exist with the Resource off-line and no additional active constraints for SCED will occur,
· Notify the Resource/RUC Operator with determination.


7.3
Implement EEA Levels
Procedure Purpose:  To provide for maximum possible continuity of service while maintaining the integrity of the ERCOT system to reduce the chance of cascading outages.

	Protocol Reference
	6.5.9.3.4(6)
	6.5.9.4
	6.5.9.4.2
	

	Guide Reference

	4.5.3
	4.5.3.1
	4.5.3.2
	4.5.3.3

	
	4.5.3.4
	
	
	

	NERC Standard

	EOP-011-1

R1.1, R2.1, R2.2.2, R2.2.3, R2.2.4, R2.2.7, R2.2.8
	IRO-001-4

R1
	TOP-001-3

R1, R8
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	Step
	Action

	NOTE
	· IF steady state system frequency falls below 59.8 Hz, ERCOT CAN immediately implement EEA 3.

· IF steady state system frequency falls below 59.5 Hz, ERCOT SHALL immediately implement EEA 3.

	NOTE
	Confidentiality requirements regarding transmission operations and system capacity information will be lifted, as needed to restore reliability.

	Media

Appeal
	When an ERCOT-wide appeal through the public news media for voluntary energy conservation is made.  Notify the TOs by hotline.

	Implement EEA Level 1

	1


	IF:

· PRC < 2300 MW and is not projected to be recovered above 2300 MW within 30 minutes without the use of EEA Level 1; 

THEN:

· Using the Hotline, notify all TOs to implement EEA 1. 

T#5 - Typical Hotline Script for EEA1 
After the repeat, give TOs an update of system conditions, including chances of proceeding into an EEA 2.

	NOTE
	The Load Management Program step below is only to be considered on weekdays (except holidays) during the summer months (June to September) between 1330 and 1900 hours due to restrictions in TO Load Management Program contracts.

	Load

Management

Program
	Monitor predicted load increase over the next hour and into the peak hours as indicated in the prevailing ERCOT Load Forecast.
* Only applies June through September
IF:

· The current time is AT LEAST 13:30 BUT NOT AFTER 16:00, and
· It is predicted that this event will proceed to EEA level 2;
THEN:

· Using the Hotline, contact all TOs with Load Management Programs, requesting implementation of their Load Management Programs.

T#6 - Typical Hotline Script to Deploy Load Management Program

	LOG
	Log all actions.

	Implement EEA Level 2

	Note
	ERCOT may declare an EEA Level 2 when the clock-minute average system frequency falls below 59.91 Hz for 15 consecutive minutes.

	1

	IF:

· PRC < 1750 MW or unable to maintain system frequency at 59.91 Hz and is not projected to be recovered above 1750 MW within 30 minutes without the use of EEA Level 2;

THEN:

· Using the Hotline, notify all TOs to implement EEA 2 and any measures associated with EEA 1, if not already implemented. 
· If the energy conservation call has not been made previously, it can be combined with this call.
· Implement any available Load management plans to reduce Customer Load.
T#7 - Typical Hotline Script for EEA2 Media Appeal and Voltage Reduction 
After the repeat, give TOs an update of system conditions, including chances of proceeding into an EEA 3.

	LOG
	Log all actions.


	Implement EEA Level 3

	Note
	ERCOT may declare an EEA Level 3 when the clock-minute average system frequency falls below 59.91 Hz for 20 consecutive minutes.

	1

	ERCOT will declare an EEA Level 3 when PRC cannot be maintained above 1,375 MW.

Using the Hotline, notify all TOs to implement EEA 3 Without Firm Load Shed and any measures associated with EEA 1 and 2, if not already implemented.
T#88 - Typical Hotline Script for EEA3 PRC <1375 MW Without Firm Load Shed

After the repeat, give TOs an update of system conditions, including chances of proceeding into an EEA 3 Firm Load Shed.

	2
	IF:

· PRC < 1000 MW and is not projected to be recovered above 1,000 MW within 30 minutes, or when the clock-minute average frequency falls below 59.91 Hz for 25 consecutive minutes;

THEN:

· Using the Hotline, notify all TOs to implement EEA 3 Firm Load Shed and any measures associated with EEA 1 and 2, if not already implemented
· *Request deployment of Load Management Programs
* Only applies June through September in EEA 1 if not already deployed, EEA 2 and EEA3 implements any available Load management plan to reduce Customer Load.

T#8 - Typical Hotline Script for EEA3 Firm Load Shed

	LOG
	Log all actions.
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Added to make call to HHGT

Added to make call to HHGT

Added to make call to HHGT

Added to make call to HHGT

Added to make call to HHGT

Updated step 1 and added to make call to HHGT

Added to make call to HHGT

Added to make call to HHGT

Added to make call to HHGT

Added to make call to HHGT

Added to make call to HHGT
	September 12, 2012

	2.2

3.1

3.2

3.3

3.4

4.1

4.3

4.4

4.5

5.1

5.2

6.1

7.4

8.3

9.1


	1.0 / 1

1.0 / 4

1.0 / 2

1.0 / 10

1.0 / 2

1.0 / 19

1.0 / 11

1.0 / 12

1.0 / 10

1.0 / 6

1.0 / 1

1.0 / 13

1.0 / 7

1.0 / 5

1.0 / 4


	Added Hotline Call Communication

Moved protective relay section to 5.2

Updated step 3

Split VSAT/TSAT and SE/RTCA out into separate procedures

Updated steps Immediate Action

Updated step Unknown Operating State, all steps in Evaluate Real-Time Contingency Analysis Results, steps 1, 4 & 6 in Post-Contingency Overloads

Added 1st Note

Added 1st Note, Updated 2nd NOTE & step 0 MW

Updated 2nd Note

Updated Returning from Planned Outage Early

Added new procedure

Updated Exceed URL, Reduce MW, added NOTE & moved step 1 to section 3.3 and renumbered

Added Note

Word smith OCN, Advisory, & Watch

Updated step 1, 2 & 3.  Added step 4 and Log

All procedures in this manual have been reviewed.
	November 1, 2012

	3.2

3.5

4.1

4.4

4.5

6.1

7.2

7.5
	1.0 / 3

1.0 / 0

1.0 / 20

1.0 / 13

1.0 / 11

1.0 / 14

1.0 / 12

1.0 / 7
	Updated step 3

Added procedure 

Updated Note, Constraint Shift Factor Cut Off, Post-Contingency Overloads steps 4-9 , QSGR & Managing Constraints in SCED step 2 & 4

Updated step VSAT

Updated Special Protection Systems (SPS) (Identified as RAS in EMS) step 2,  Remedial Action Plan (RAP) steps 1-5, & step 3 Pre-Contingency Action Plan (PCAP)

Updated 2nd Note and steps 1-3 Voltage Issues

Deleted step 2 per NPRR 480

Updated all step 1’s & added step 3 to clarify 6.5.9.5.2(1)
	March1, 2013

	2.3

2.4

3.1

3.3

3.5

4.1

4.2

4.3

4.4

4.5

4.6

4.7

5.1

6.1

7.1

7.2

7.3

7.4

7.6

8.1

8.2

8.3

8.4
	1.0 / 9

1.0 / 3

1.0 / 5

1.0 / 11

1.0 / 1

1.0 / 21

1.0 / 7

1.0 / 12

1.0 / 14

1.0 / 12

1.0 / 8

1.0 / 4

1.0 / 7

1.0 / 15

1.0 / 12

1.0 / 13

1.0 / 12

1.0 / 8

1.0 / 4

1.0 / 6

1.0 / 6

1.0 / 6

1.0 / 6
	Updated scripts

Updated scripts

Updated scripts

Updated scripts

Updated scripts

Updated scripts and steps in  Caution, Phase Shifters, Constraint Shift Factor Cut Off, Post Contingency Overloads, deleted Input Displays, added step In Series & Same Element in Managing Constraints in SCED & deleted Managing Congestion during SCED Failure

Updated step 2

Deleted 2nd Note, added GTL and updated scripts 

Deleted 2nd Note, added GTL and updated scripts

Deleted Directives, 1st Note in Mitigation Plan, 1st Note in Temporary Outage Action Plan and updated scripts

Updated scripts

Updated all steps and deleted Cancelation

Updated script

Updated script

Added Generic script and Specific scripts

Updated scripts

Updated scripts

Updated scripts

Updated script

Updated scripts

Updated script

Updated script

Correct spelling and updated script
	June 1, 2013

	2.3

4.1

4.2

4.3

4.4

4.5

4.6

4.7

4.8

7.1

7.2

7.4

7.5
	1.0 / 10

1.0 / 22

1.0 / 9

1.0 / 8

1.0 / 13

1.0 / 15

1.0 / 13

1.0 / 9

1.0 / 5

1.0 / 13

1.0 / 14

1.0 / 8

1.0 / 5
	Updated step EMS Changes and added MMS Changes

Updated step Caution

Updated and moved section 7.4 and renamed to 4.2

Changed section #

Updated and changed section #

Changed section #, IROL & updated step 0MW

Changed section # & updated step 4 in RAPs

Changed section #

Changed section #

Updated step 1 in Watch, Emergency Notice & DRUC  Timeline not Met
Updated 2nd Note

Changed section # & step 2

Changed section #
	July 15, 2013

	2.3

4.1

4.2

4.5

6.1

7.1


	1.0 / 11

1.0 / 23

1.0 / 10

1.0 / 16

1.0 / 16

1.0 / 14


	Spelling correction to step MMS Changes

Updated Caution, Constraint Shift Factor Cut Off, step 8 of Post-Contingency Overloads & PUN procedure

Removed the word “load”

Updated step VSAT

Updated 2nd note & step 1 on Voltage Security Assessment Tool (VSAT)
Updated Specific Scripts EMMS (LFC and RLC/SCED)

Failure 
	August 9, 2013

	2.3

2.4

3.3

3.5

4.1

4.2

4.4

4.5

4.6

4.8

7.1

7.2

7.3

7.5

8.1

8.2

8.3

8.4
	1.0 / 12

1.0 / 4

1.0 / 12

1.0 / 2

1.0 / 24

1.0 / 11

1.0 / 14

1.0 / 17

1.0 / 14

1.0 / 6

1.0 / 15

1.0 / 15

1.0 / 13

1.0 / 6

1.0 / 7

1.0 / 7

1.0 / 7

1.0 / 7
	Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference
	August 30, 2013

	4.1

5.1
6.1


	1.0 / 25

1.0 / 8

1.0 / 17


	Updated step 5 in Post-Contingency Overloads

Updated to reflect SCR770 changes

Updated script and added new script for Power System Stabilizers (PSS) & Automatic Voltage Regulators (AVR)
	September 27, 2013

	3.3

3.4

3.5

4.1

4.2

4.4

4.5

4.6

4.7

4.8

4.9

5.1

5.2

6.1

7.1

7.2

7.3

7.5

8.1

8.2

8.3

8.4

9.2

10.1
	1.0 / 13

1.0 / 3

1.0/ 3

1.0 / 26

1.0 / 12

1.0 / 15

1.0 / 18

1.0 / 15

1.0 / 10

1.0 / 7

1.0 / 0

1.0 / 9

1.0 / 1

1.0 / 18

1.0 / 16

1.0 / 16

1.0 / 14

1.0 / 7

1.0 / 8

1.0 / 8

1.0 / 8

1.0 / 8

1.0 / 4

1.0 / 4
	Updated Log steps

Updated Log steps

Updated Log step

Updated step 1 on Review Planned Outage Notes, step 1 for PUNs, Managing Constraints in SCED and Logs

Updated Title, added step 2 and Log steps

Deleted step GTL, updated step 1 and Log

Updated step VSAT, Log and deleted GTL

Updated Log steps

Updated Log steps

Updated Log steps

Added new procedure

Updated steps Definition, Approve Maintenance Outage, Coordinate Maintenance, Coordinate Maintenance Level 2 and 3, Log and step 1 in Simple Transmission Outage

Updated Log steps

Updated VSAT section

Updated Log steps

Updated Log steps

Added step Reserves and Log steps

Updated Log steps

Updated note, OCN, Advisory and Log step

Added note, updated OCN, Advisory, Watch and Log step

Added note, updated OCN, Advisory, Watch and Log step

Updated note and Log step

Updated Log steps

Updated Log steps

All procedures in this manual have been reviewed
	December 13, 2013

	4.2

4.4

4.5

4.6

4.7

4.8

4.9

4.10

7.1
	1.0 / 13

1.0 / 16

1.0 / 19

1.0 / 0

1.0 / 16

1.0 / 11

1.0 / 8

1.0 / 1

1.0 / 17
	Updated 1st Note, step 3, added step 4 & deleted step 5 in Transmission Issues within ERCOT.  Added Note to Transmission/Capacity Issues within the CFE Area

Removed posting requirement

Removed posting requirement

New procedure for new GTL

Updated section number

Updated section number

Updated section number

Updated section number & changed Watch to OCN

Updated to incorporate NPRR542 and update scripts
	January 1, 2014

	4.1

4.2

4.6

7.3

8.4
	1.0 / 27

1.0 / 14

1.0 / 1

1.0 / 15

1.0 / 9
	Updated step 3 in Post-Contingency Overloads

Updated step 3, 4 in Transmission Issues within ERCOT and step 1, 2 & 3 in Transmission/Capacity Issues within the CFE Area

Updated step 1 & 2

Updated steps Reserves and 1 in Restore Firm Load

Updated 1st Note
	February 25, 2014

	4.1

4.2

4.4

4.5

4.8

6.1

7.2

7.4

9.1
	1.0 / 28

1.0 / 15

1.0 / 17

1.0 / 20

1.0 / 12

1.0 / 19

1.0 / 17

1.0 / 9

1.0 / 5
	Updated VDI information

Updated steps in Transmission Issues within ERCOT

Updated VDI information

Updated VDI information

Updated Manual commitment process

Updated VDI information

Updated media appeal language & LM Program

Updated VDI information

Updated step 1 & 3, added step 5
	April 4, 2014

	2.2

4.1

4.2

4.4

4.6

4.7

4.9

6.1

7.1

8.1
	1.0 / 2

1.0 / 29

1.0 / 16

1.0 / 18

1.0 / 2

1.0 / 17

1.0 / 9

1.0 / 20

1.0 / 18

1.0 / 9
	Added VDI to Master QSEs

Updated step 1 in Review Planned Outage Notes, QSGR & Log in Post-Contingency Overloads & PUN steps

Updated section title & step 5, deleted step 3

Updated step 2

Updated step 1 & 2

Updated step 1 in RAP

Deleted Note

Updated Note & Step 1 in Voltage Issues 

Added Note, updated Market Notices Advisory & Watch

Updated scripts
	June 1, 2014

	4.1

4.2

4.7

7.2
	1.0 / 30

1.0 / 17

1.0 / 18

1.0 / 18
	Changed WGR to IRR & updated desktop reference

Updated step 4 & 6

Updated 1st Note

Added Media Appeal & updated step 1 script
	August 1, 2014

	4.1

5.1

6.1

7.1
	1.0 / 31

1.0 / 10

1.0 / 21

1.0 / 19
	Updated desktop reference number & step 3 in Post-Contingency Overloads, added step 4 to PUN section

Updated desktop reference number

Updated step 1, 2 & 3 in Real-Time Voltage Issues, added Future Voltage Issues

Updated Generic Script
	October 1, 2014

	2.3

2.4

3.3

3.5

4.1

4.2

4.4

4.5

4.6

4.7

4.8

4.9

5.1

6.1

7.1

7.2

10.1


	1.0 / 13

1.0 / 5

1.0 / 14

1.0 / 4

1.0 / 32

1.0 / 18

1.0 / 21

1.0 / 3

1.0 / 19

1.0 / 13

1.0 / 10

1.0 / 2

1.0 / 11

1.0 / 22

1.0 / 20

1.0 / 19

1.0 / 5


	Removed references to W-N

Updated scripts

Removed references to W-N/TSAT, combined SE/RTCA

Updated for Operating Guide 4.7

Updated Phase Shifters & removed references to TSAT

Removed references to TSAT & added Future Studies

Deleted West to North procedure and re-numbered

Re-numbered

Re-numbered

Re-numbered

Re-numbered

Re-numbered

Updated step 1

Updated step 2 & 3 in Real-Time Voltage Issues, Future Voltage Issues & Requesting Resource to operate beyond URL

Updated Specific Scripts

Updated EEA2 script

Deleted Requests to decommit in Operating Period

All procedures in this manual have been reviewed
	December 15, 2014

	2.2

4.1

4.2

4.3

4.4

4.7

4.8

6.1

7.4

8.2
	1.0 / 3

1.0 / 33

1.0 / 19

1.0 / 9

1.0 / 22

1.0 / 14

1.0 / 11

1.0 / 23

1.0 / 10

1.0 / 9
	Added definitions for Dispatch and VDIs

Updated “Review Planned Outage Notes” and provided a better flow, deleted redundant steps & added Basecase Overloads, 

Added step Topology Change

Updated to reflect SOL Methodology and provide a better flow

Updated step <200MW

Updated step 1

Updated script

Updated step Exceeding URL or Reducing Output

Updated all steps for better flow

Updated scripts
	March 1, 2015

	3.5

4.2

4.5

4.9

9.1
	1.0 / 5

1.0 / 20

1.0 / 4

1.0 / 3

1.0 / 6
	Updated GMD process

Updated step 2 of Rio Grande Valley

Renamed to GTC Stability and added Ajo – Zorrillo
Updated to new name Generic Transmission Constraint

Updated scripts
	March 30, 2015

	2.3

2.4

3.3

3.5

4.1

4.2

4.3

4.4

4.5

4.6

4.8

4.9

7.1

7.2

7.3

7.4

7.5

7.6

8.1

8.2

8.3

8.4

9.1
	1.0 / 14

1.0 / 6

1.0 / 15

1.0 / 6

1.0 / 34

1.0 / 21

1.0 / 10

1.0 / 23

1.0 / 5

1.0 / 20

1.0 / 12

1.0 / 4

1.0 / 21

1.0 / 0

1.0 / 20

1.0 / 16

1.0 / 11

1.0 / 8

1.0 / 10

1.0 / 10

1.0 / 9

1.0 / 10

1.0 / 7
	Moved scripts to script procedure

Moved scripts to script procedure

Moved scripts to script procedure & updated GTL to GTC

Moved scripts to script procedure

Updated step 1 QSE Requests to Decommit a Resource, updated GTL to GTC, and moved scripts to script procedure

Moved scripts to script procedure

Moved scripts to script procedure

Moved scripts to script procedure & updated GTL to GTC

Renamed and updated Zorrillo – Ajo table

Moved scripts to script procedure

Updated for implementation of NOGRR135/NPRR642 and moved scripts to script procedure

Moved scripts to script procedure & updated GTL to GTC

Updated 50% Probability Of Down Ramp to 30%, removed 70% Probability Of Up Ramp, added note and moved scripts to script procedure

New process for implementation of NOGRR135/NPRR642

Updated section number and moved scripts to script procedure

Updated section number and moved scripts to script procedure

Updated section number

Updated section number and moved scripts to script procedure

Moved scripts to script procedure
Moved scripts to script procedure

Moved scripts to script procedure

Moved scripts to script procedure

Moved scripts to script procedure
	May 1, 2015

	All Sections

2.3

3.1

3.5

4.4
	1.0 / 1

1.0 / 15

1.0 / 6

1.0 / 7

1.0 / 24
	Added a “T” for TO scripts

Renamed section to Site Failovers and Database Loads

Updated Gap Study

Updated Procedure Purpose. Updated GMD MIS Posting Scripts to include “until time”

Updated procedure purpose and step ≤500MW
	July 15, 2015

	4.1

4.5


	1.0 / 35

1.0 / 6


	Updated step 1 Post-Contingency Overloads

Replaced East Texas Stability with Panhandle Stability

Added Laredo Import Stability

Removed Zorillo – Ajo Table
	September 9, 2015

	4.5

7.2
	1.0 / 7

1.0 / 1
	Removed Panhandle Stability Step 1, updated Step 2 and Laredo Area Stability

Updated Double-Circuit Contingency actions
	October 1, 2015

	2.3

3.3

3.5

4.1

4.2

4.3

4.4

4.5

4.6

4.8

4.9

7.1

7.3

7.4

7.6

8.1

8.2

8.3

8.4

9.1
	1.0 / 16

1.0 / 16

1.0 / 8

1.0 / 36

1.0 / 22

1.0 / 11

1.0 / 25

1.0 / 8

1.0 / 21

1.0 / 13

1.0 / 5

1.0 / 22

1.0 / 21

1.0 / 17

1.0 / 9

1.0 / 11

1.0 / 11

1.0 / 10

1.0 / 11

1.0 / 8
	Updated step Site Failover T#17

Updated step Site Failover Complete T#18

Updated State Estimator/RTCA step 3 T#21 & step 7 T#22

Updated Voltage Security Assessment Tool (VSAT) step 2  T#23 & step 6 T#24

Updated step 1  T#25

Updated step K Level Increases/Decreases T#26

Updated step Cancel T#27

Updated Review Planned Outage notes step Cascading Condition

Updated Basecase Overloads step Qualifying Facilities T#28

Updated Rio Grande Valley step 2

Added Rio Grande Valley step Reliability Margin <100 MW 

Updated Rio Grande Valley step 3  T#29

Updated step Cascading Condition

Updated Pre-Contingency Load Shedding to avoid Post-Contingency cascading step 3 T#30

Updated step ≤300  T#31

Updated step ≤100  T#32

Updated step 0MW  T#33

Updated Laredo Area Stability step 4 T#29

Updated Zorrillo – Ajo 345kV Stability step 1 & step 2

Added Liston Stability

Added Molina Stability

Updated Special Protective Systems (SPS) step SPS Posting

Updated Mitigation Plan (MP) step Issue Watch  T#34

Updated Mitigation Plan (MP) step Cancel Watch  T#35

Updated Advisory step Cancel Advisory  T#2

Updated Watch step Issue Watch  T#3

Updated Watch step Cancel Watch T#4

Updated step GTC  T#36

Updated Title Operating Condition Scripts

Updated Operating Condition Scripts step Hotline  T#37

Updated Operating Condition Scripts step Hotline Cancellation  T#38

Updated Title Specific Scripts for QSE’s

Updated Specific Scripts for QSE’s step 30% Probability Of Down Ramp  T#39 & T#40

Updated Specific Scripts for QSE’s step Failure T#41 & T#42

Updated Specific Scripts for QSE’s step EMMS (LFC and RLC/SCED) Failure  T#43 & T#44

Updated Specific Scripts for QSE’s step Increasing Amount of Ancillary Services  T#45 & T#46

Updated Specific Scripts for QSE’s step A/S Insufficiency Offers in DAM  T#47 & T#48

Updated Specific Scripts for QSE’s step REG/RRS – RUC Committed Shortages  T#51 & T#52

Updated Specific Scripts for QSE’s step DAM Timeline Deviation  T#53 & T#54

Updated Specific Scripts for QSE’s step DAM Failure  T#55 & T#56

Updated Specific Scripts for QSE’s step DRUC Delay or Timeline Deviation  T#57 & T#58

Updated Specific Scripts for QSE’s step DRUC Timeline not Met  T#59 & T#60

Updated Specific Scripts for QSE’s step HRUC Failure or Timeline Deviation  T#61 & T#62

Updated Specific Scripts for QSE’s step DRUC Committed for Capacity Shortage T#63 & T#64

Updated Specific Scripts for QSE’s step Excess Generation  T#65 & T#66

Updated Specific Scripts for QSE’s step Projected Reserve Capacity Shortage with no market solution T#67 & T#68

Updated Specific Scripts for QSE’s step RMR Projected Reserve Capacity Shortage T#69 & T#70

Update first note, Updated Implement EEA Level 1 step Load Management  title T#6

Updated Implement EEA Level 2 step 1  T#7

Updated Implement EEA Level 3 step 1  T#8, and 

Implement NPRR708 for EEA

Updated Restore Firm Load step 1  T#9 & T#10

Updated Move from EEA Level 1 to EEA 0 step 1  T#13

Updated step Return to Normal TO Notification T#71

Updated step OCN  T#72

Updated step Advisory  T#73

Updated step Watch  T#74

Updated step Emergency  T#75

Updated step OCN  T#76

Updated step Advisory  T#77

Updated step Watch  T#78

Updated step Emergency Notice  T#79

Updated step OCN  T#80

Updated step Advisory  T#81

Updated step Watch  T#82

Updated step Emergency Notice  T#83

Updated step OCN/Advisory/Watch T#84

Updated step 2  T#85

All procedures in this manual have been reviewed
	December 31, 2015

	2.1

4.1

4.3

4.5

4.6

5.1

6.1

7.1

9.1
	1.0 / 3

1.0 / 37

1.0 / 12

1.0 / 9

1.0 / 22

1.0 / 12

1.0 / 24

1.0 / 23

1.0 / 9
	Updated System Operator Responsibilities and Authority

Updated NERC Standard Reference

Updated NERC Standard Reference

Updated Molina Stability

Updated NERC Standard Reference

Updated NERC Standard Reference

Updated NERC standard Reference

Updated Voltage Security Assessment Tool step 1 table

Updated PSS & AVR step Note

Added Specific Scripts for QSE’s T#86

Updated Specific Scripts for QSE’s T#51

Updated Alert Levels
	February 1, 2016 

February 10, 2016

	1.3

6.1

7.1
	1.0 / 2

1.0 / 25

1.0 / 24
	Removed Interchange Coordinator

Updated STP Voltage Table

Updated Execute a SASM script title T#86
	

	3.1

4.1

4.2

4.4

4.5

6.1
	1.0 / 11

1.0 / 38

1.0 / 23

1.0 / 26

1.0 / 10

1.0 / 26
	Updated step STP Lines

Updated Review Planned Outages Cascading Condition

Updated Reliability Margin

Updated ≤300MW
Updated Zorrillo – Ajo 345kV Stability step 1

Updated step STP Voltage Table, 1 and 2
	April 29, 2016

	2.1

2.2

4.1

4.2

4.3

4.4

4.5

4.6

6.1

7.1

7.4

7.5
	1.0 / 4

1.0 / 4

1.0 / 39

1.0 / 24

1.0 / 13

1.0 / 27

1.0 / 11

1.0 / 23

1.0 / 27

1.0 / 25

1.0 / 18

1.0 / 12
	Updated for COM-002-4

Updated steps for COM-002-4

Updated steps for NPRR748, NOSCED and COM-002-4

Updated Reliability Margin

Updated steps for COM-002-4

Updated steps for COM-002-4

Updated step for COM-002-4

Updated steps for COM-002-4 

Updated steps for COM-002-4

Updated steps for COM-002-4 & added Typical Script T#87 BAAL Firm Load Shed

Updated Restore Firm Load step 1 

Updated steps for COM-002-4
	June 30, 2016

	4.2

4.5

6.1

7.1


	1.0 / 25

1.0 / 12

1.0 / 28

1.0 / 26


	Updated RUC/Future Studies & Deleted Note

Added Zorillo-Ajo 345 kV Stability note

Replaced step 1 with note

Updated Liston Stability Step 1 & Step 2

Removed Molina Stability

Added Red Tap Stability

Updated Real-Time Voltage Issues note

Updated ERCOT requesting Resource to operate beyond URL Exceeding URL or Reducing Output

Updated Voltage Security Assessment Tool step 1

Updated Specific Scripts for QSE’s T#43 T#44, T#61 & T#62
	September 30, 2016

	4.1

4.5


	1.0 / 40

1.0 / 13


	Updated Review Planned Outage Notes step Cascading Condition

Added Basecase / Post-Contingency Exceedance of Phase Angle

Added Panhandle Stability step Weighted Short Circuit Ratio and updated step 1

Added Pomelo Stability
	November 2, 2016

	3.3

3.6

4.1

4.5

4.6

6.1

10.1


	1.0 / 17

1.0 / 0

1.0 / 41

1.0 / 14

1.0 / 24

1.0 / 29

1.0 / 6


	Updated Notes and State Estimator/RTCA section

Created a new procedure for resolving Real-time Data Issues per NOGRR162 

Updated 2nd Note, step 3 Post-Contingency Overloads
Updated Laredo Area Stability step 1

Updated Special Protection Systems (SPS) to Remedial Action Schemes (RAS)
Updated per STP agreement

Deleted Telemetry Issue that could affect SCED and/or LMPs
All procedures in this manual have been reviewed
	December 30, 2016

	1.1

1.3

2.1

2.3

2.4

3.1

3.2

3.3

3.5

3.6

4.1

4.2

4.3

4.5

4.6

4.7

5.2

6.1

7.1

7.3

7.5

7.6

8.2

8.3

10.1
	1.0 / 3

1.0 / 5

1.0 / 17

1.0 / 7

1.0 / 8

1.0 / 4

1.0 / 18

1.0 / 9

1.0 / 1

1.0 / 42

1.0 / 26

1.0 / 14

1.0 / 15

1.0 / 25

1.0 / 15

1.0 / 2

1.0 / 30

1.0 / 27

1.0 / 22

1.0 / 13

1.0 / 10

1.0 / 12

1.0 / 11

1.0 / 7
	Updated Introduction Purpose
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