Power Operations Bulletin # 772
ERCOT has posted/revised the Real Time manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html



1.1 
1.2 
1.3 

2.1
System Operator Responsibility and Authority
Procedure Purpose:  To ensure the System Operators know their roles, responsibility and authority.
	Protocol Reference
	6.5.11
	6.5.1.2(3)
	6.5.2
	6.5.3(1)

	Guide Reference
	4.5.2(1)
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 5
	Effective Date:March 31, 2017


ERCOT ISO as a Transmission Operator (TOP), the single Balancing Authority (BA), and only Reliability Coordinator (RC) registered within the ERCOT Interconnection shares all information between these roles simultaneously and acts concurrently as a single entity, satisfying coordination between the TOP, BA and RC.
The System Operator (SO) shall, in accordance with NERC Reliability Standards and ERCOT Protocols, have clear decision-making authority to act to address the reliability of its Reliability Coordinator Area by direct actions or by issuing Operating Instructions during both normal and emergency conditions.  These actions shall be taken without delay and may include the shedding of firm load without obtaining approval from higher-level personnel.  

· 
· 
· 
The SO on duty is, in accordance with the ERCOT Protocols, Operating Guides, and NERC Reliability Standards, and acting as the Balancing Authority, Transmission Operator, and Reliability Coordinator shall request and receive information required to continually monitor the operating conditions and request that individual TO or QSE make changes, which will assure the security and reliability of the ERCOT System.

The SO issues Dispatch Instructions / Operating Instructions for the Real-Time Operation of Transmission Facilities to a TO, and to a QSE for the Real-Time Operation of a Resource. 

The SO shall, on an ERCOT-wide basis, coordinate the ERCOT System Restoration (Black Start) Plan.  The SO shall implement the Black Start Plan and shall direct the reconnection efforts of the islands, established by restoration activities.  The SO shall coordinate the mutual assistance activities of the ERCOT participants during system restoration activities.

The SO shall consider all equipment operating limits when issuing Dispatch Instructions except as stated in Protocol Section 6.5.9, Emergency Operations, if a Dispatch Instruction conflicts with a restriction that may be placed on equipment from time to time by a TO, or a Generation Resource’s QSE to protect the integrity of equipment, ERCOT shall honor the restriction.
The SO performs security analyses on a Day Ahead and Real-Time basis and ensure that all Forced Outages are entered into the Outage Scheduler. The SO shall obtain or arrange to provide Emergency Energy over the DC Tie(s) on behalf of ERCOT.

The SO shall issue appropriate OCN’s, Advisories, Watches, and Emergency Notices, and coordinate the reduction or cancellation of clearances, re-dispatch of generation, and request, order, or take other action(s) that the SO determines necessary to maintain safe and reliable operating conditions on the ERCOT System in accordance with ERCOT Protocols, Operating Guides, and NERC Reliability Standards.  The SO will implement and terminate ERCOT Time Corrections, and will determine the need for and implement the operation of a Qualified Scheduling Entity (QSE) on Constant Frequency Control for loss of ERCOT’s Load Frequency Control System.


2.5
Alarm Processing and Acknowledgment


Procedure Purpose: To monitor and acknowledge system alarms.
	Protocol Reference 
	3.10.7.5.1(5)
	6.5.7.1.6
	
	

	Guide Reference 
	
	
	
	

	NERC Standard
	IRO-002-4

R3
	
	
	


	Version: 1 
	Revision: 5
	Effective Date:  March 31, 2017


	Step
	Action

	NOTE
	The Alarm Displays for ERCOT are primarily used to show changes in equipment status.

The alarms are categorized based on alarm criticality and prioritization on the Alarm Summary Display:

	Categories
	Tab 1: 345 KV Transmission Equipment Status

Tab 2: 138 KV Transmission Equipment Status

Tab 3: Generator Breaker, AVR, CAPS, REACTOR and RAS Status

Tab 4: RLC alerts

Tab 5: Transmission Line Overloads - Voltage Violations - Critical Alarms

Tab 6: QKNET alarms

Tab 7: ICCP status 

Tab 8: All other alarms

	1
	Monitor the Alarm Summary Display pages 3, 6 and 7 as necessary to confirm system reliability status.

	2
	Take appropriate action as System conditions warrant.

	3
	Coordinate with the Transmission Operator to clear the alarms approximately every 24 hours or as needed.


2.6
Site Failovers and Database Loads

Procedure Purpose: To provide notice to the QSEs when ERCOT is performing updates to the Energy and Market Management Systems.
	Protocol Reference 
	
	
	
	

	Guide Reference 
	
	
	
	

	NERC Standard
	TOP-001-3

R9
	
	
	


	Version: 1 
	Revision:  17
	Effective Date:  March 31, 2017


	Step
	Action

	EMS

Changes
	Approximately 5 - 30 minutes before a database load, local failover, or EMS migration, make the following Hotline call to QSEs:

Q#18 - Typical Hotline Script for EMS changes


	MMS

Changes
	Approximately 5 - 30 minutes before a MMS migration, make the following Hotline call to QSEs:

Q#19 - Typical Hotline Script for MMS changes


	Site Failover

Posting
	The site failover message is already built in Notice Builder under “EMMS Site Failover”.

	Site

Failover
	Approximately 5 - 30 minutes before site failover, make the following Hotline call to QSEs:

Q#20 - Typical Hotline Script for Site Failover


	Site

Failover

Complete
	Q#21 - Typical Hotline Script for Site Failover complete


	If EBPs are needed
	IF:

· Site Failover is taking longer than expected and EMS is functional and MMS is not, or
· SCED is not solving with a valid solution and EBPs are needed;
THEN:

· Enter the EBP increment/decrement as needed to control frequency,

· Notify Resource Operator to post a message on MIS Public ,

· Notify Transmission Operator to make Hotline call to TOs, 

· Make the following hotline call to QSEs:

Q#22 - Typical Hotline Script for Watch and Emergency Basepoints until Site Failover complete


	Site

Failover

Complete If EBPs were needed
	WHEN:

· SCED is solving with a valid solution;
THEN:
· Remove the Emergency Base Point flag, 

· Initiate Hotline call to cancel the Watch,

· Notify Resource Operator to cancel MIS posting,

· Notify Transmission Operator to cancel the Watch with TOs.

Q#23 - Typical Hotline Script  Cancel Watch and Emergency Basepoints, Site Failover complete



2.7
Switching Control Center

Procedure Purpose: To provide notice to the QSEs when ERCOT is working from the Alternate Control Center.
	Protocol Reference 
	
	
	
	

	Guide Reference 
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 4
	Effective Date:  March 31, 2017


	Step
	Action

	Hotline 

Call
	When transferring operations from primary site to alternate site (and vice versa).  Make the following hotline call to QSEs:

Q#24 - Typical Hotline Script for working from Alternate site
Q#25 - Typical Hotline Script for working from Primary site


	MIS

Posting
	Typical MIS Posting for working from Alternate site:
ERCOT is working from alternate control center.  

Typical MIS Posting for working from Primary site:
ERCOT is working from primary control center.  


3.2
Hold
Procedure Purpose:  
	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	

	

	
	


	Version: 1 
	Revision: 0
	Effective Date:  None


	Step
	Action
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3.10
Geomagnetic Disturbance Notification 

Procedure Purpose:  To disseminate forecasted and current space weather information when a K-7 and greater or G3 and greater GMD storm has entered a Warning and / or Alert.

	Protocol Reference
	
	
	
	

	Guide Reference
	4.7
	
	
	

	NERC Standard
	EOP-010-1

R1, R1.1, R2
	
	
	


	Version: 1 
	Revision: 4
	Effective Date:  March 31, 2017


	Step
	Action

	NOTE
	· The Geomagnetic Disturbance Reference Document can be found in Section 2.13 of the Common to Multiple Desks Desktop Reference Guide.

· An Advisory is issued when a GMD Alert of K-7 or higher is issued, however the Advisory will not be canceled until the GMD Warning is canceled.

	1
	WHEN:

· Notified by the Shift Supervisor that an Alert from the Space Weather Prediction Center has been issued for a K-7 and greater or G3 and greater;

THEN:

· Issue an Advisory by making a Hotline call to QSEs

Q#43 - Typical Hotline Script for Advisory for GMD Alert:


	K Level

Increases / Decreases
	IF:

· Notified by the Shift Supervisor that an Alert from the Space Weather Prediction Center has been increased or decreased for a K-7 and greater or G3 and greater;

THEN:

· Making a Hotline call to QSEs

Q#44 - Typical Hotline Script for GMD K-Index Level Increase / Decrease 


	Issues
	IF:

· Any QSE report any issues that could be related to the GMD event;

THEN: 

· Coordinate an action plan if necessary, 
· Report issues to Shift Supervisor

	Cancel
	WHEN:

· Notified by the Shift Supervisor that the GMD Warning has expired;

THEN:

· Cancel the Advisory by making a Hotline call to QSEs

Q#45 - Typical Hotline Script to Cancel Advisory for GMD


	Log 
	Log all actions.


5.1
Market Notifications
Procedure Purpose: Guidelines for issuing Emergency Conditions and the four possible levels: Operating Condition Notices (OCN), Advisories, Watches, and Emergency Notices. 
	Protocol Reference

	6.3.3
	6.5.9.3
	6.5.9.3.1
	6.5.9.3.2

	
	6.5.9.3.3
	6.5.9.3.4
	
	

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	EOP-011-1

R1.1, R2.1
	
	
	


	Version: 1 
	Revision: 25
	Effective Date:  March 31, 2017


	Step
	Action

	OCN

	NOTE
	Consider the severity of the potential Emergency Condition.  The severity of the Emergency Condition could be limited to an isolated local area, or the condition might cover large areas affecting several entities, or the condition might be an ERCOT-wide condition potentially affecting the entire ERCOT System.

	1
	As instructed by the Shift Supervisor or when appropriate, issue an Operating Condition Notice (OCN).  The OCN can be issued for any of the following reasons or to obtain additional information from TOs or QSEs.
· There is a projected reserve capacity shortage that could affect reliability and may require more Resources

· When extreme cold weather is forecasted approximately 5 days away
· When extreme hot weather is forecasted approximately 5 days away

· When an approaching Hurricane / Tropical Storm is approximately 5 days away

· Unplanned transmission Outages that may impact reliability

· When adverse weather conditions are expected, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness

	Advisory

	1
	As instructed by the Shift Supervisor or when appropriate, issue an Advisory.  The Advisory can be issued for any of the following reasons or to obtain additional information from TOs or QSEs.
· When an approaching Hurricane / Tropical Storm is approximately 3 days away 

· When extreme cold weather is forecasted approximately 3 days away
· When extreme hot weather is forecasted approximately 1 to 3 days away

· When conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term reliability
· ERCOT may exercise its authority to increase Ancillary Service requirements above the quantities originally specified in the Day-Ahead Market in accordance with ERCOT Procedures

· When extreme weather or conditions require more lead-time than the normal Day-Ahead Market allows
· Transmission system conditions are such that operations within security criteria are not likely or possible due to Forced Outages or other conditions unless a CMP exists

· Loss of communications or a control condition is anticipated or significantly limited

· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request

	Watch

	1
	As instructed by the Shift Supervisor or when appropriate, issue a Watch.  The Watch can be issued for any of the following reasons or to obtain additional information from the TOs or QSEs.
· A projected reserve capacity shortage is projected with no market solution available that could affect reliability

· When an approaching Hurricane / Tropical Storm is approximately 1 day away

· When extreme cold weather is projected for next day or current day
· When extreme hot weather is projected for next day or current day

· Conditions have developed that require additional Ancillary Services in the Operating Period

· Insufficient Ancillary Services or Energy Offers in the DAM or in SASM

· Market-based congestion management techniques embedded in SCED will not be adequate to resolve transmission security violations

· Forced Outages or other abnormal operating conditions have occurred, or may occur that would require ERCOT to operate with active  violations of security criteria as defined in the Operating Guides unless a CMP exists

· ERCOT varies from timing requirements or omits one or more Day-Ahead or Adjustment Period and Real-Time procedures.

· ERCOT varies from timing requirements or omits one or more scheduling procedures in the Real-Time process.

· The SCED process fails to reach a solution, whether or not ERCOT is using one of the measures in Failure of the SCED Process.

· The need to immediately procure Ancillary Services from existing offers

· ERCOT may instruct TOs to reconfigure transmission elements as necessary to improve the reliability of the system
· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request

	Emergency Notice

	1
	As instructed by the Shift Supervisor or when appropriate, issue an Emergency Notice.  The Emergency Notice can be issued for any of the following reasons or to obtain additional information from TOs or QSEs.
· Loss of Primary Control Center functionality

· Load Resource deployment for North-Houston voltage stability 

· ERCOT cannot maintain minimum reliability standards (for reasons including fuel shortages) during the Operating Period utilizing every Resource practically obtainable from the market

· Immediate action cannot be taken to avoid or relieve a Transmission Element operating above its Emergency Rating

· ERCOT forecasts an inability to meet applicable Reliability Standards and has exercised all other reasonable options

· A transmission condition has been identified that requires emergency energy from any of the DC-Ties or curtailment of schedules

· The Transmission Grid is such that a violation of security criteria as defined in the Operating Guides  presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to Load (other than Load being served from a radial transmission line) and/or overload of  Transmission Elements, and no timely  solution is obtainable through SCED or CMPs

· When extreme cold weather is beginning to have an adverse impact on the System
· When extreme hot weather is beginning to have an adverse impact on the System
· When Hurricane / Tropical Storm is in the ERCOT Region and is beginning to have an adverse impact on the System

	Operating Condition Script

	Hotline
	Communications must specify the severity of the situation, the area affected, the areas potentially affected, and the anticipated duration of the Emergency Condition.

Notify QSEs:

Q#46 - Typical Hotline Script for Operating Condition [OCN/Advisory/Watch/Emergency]


	Post
	· All notices must be posted on MIS Public.

· For “free form” messages, the “Notice Priority” will be specified as follows:

· Operational Information/OCN type messages – low priority

· Advisory/Watch type messages – medium priority

· Emergency type messages – high priority

	Hotline Cancellation
	Q#47 - Typical Hotline Script to Cancel Operating Condition [OCN/Advisory/Watch/Emergency]


	Log
	Log all actions.

	Specific Scripts for Transmission Operator [State Estimator/RTCA/VSAT]

	NOTE
	At times, the Transmission operator takes the lead on the issuance of Hotline calls for specific procedures they have.  The following scripts are to help guide you when specific procedures don’t exist for the Real-Time operator.

	State

Estimator/

RTCA

Not Solved

In 30 MIN
	Q#48 - Typical Hotline Script for Advisory for State Estimator / RTCA not solved in 30 Min 
Q#49 - Typical Hotline Script to Cancel Advisory for State Estimator / RTCA now solving 


	VSAT 

Not Solved

In 30 MIN
	Q#50 - Typical Hotline Script for Advisory for VSAT not solved in 30 Min:
Q#51 - Typical Hotline Script  Cancel Advisory for VSAT now solving  



	Qualifying

Facility

Instructed to 

Operate below LSL
	Q#52 - Typical Hotline Script for Emergency Notice for instructing Qualifying Facility  to operate offline/below LSL
Q#53 - Typical Hotline Script to Cancel Emergency Notice for Qualifying Facility to operate offline/below LSL 


	New

GTC 


	Q#54 - Typical Hotline Script for OCN for a new Generic Transmission Constraint


	Transmission

Watch
	Q#55 - Typical Hotline Script for Transmission Watch for Post-Contingency Overload 

Q#56 - Typical Hotline Script Cancel Transmission Watch for Post-Contingency Overload 



	Transmission Emergency
	Q#71 Transmission Emergency for the Rio Grande Valley or Laredo Area:



5.3
Implement EEA Levels

Procedure Purpose:  To provide for maximum possible continuity of service while maintaining the integrity of the ERCOT System to reduce the chance of Cascading Outages.

	Protocol Reference

	6.5.7.6.2.2(1)(b) & (12)  
	6.5.9.3.4(6)
	6.5.9.4
	6.5.9.4.2

	
	6.5.9.4.3
	
	
	

	Guide Reference

	4.5.3
	4.5.3.1
	4.5.3.2
	4.5.3.3

	
	4.5.3.4
	
	
	

	NERC Standard

	EOP-011-1

R1.1, R1.2.4, R2.1, R2.2.2, R2.2.3, R2.2.3.1, R2.2.3.4, R2.2.4, R2.2.7
	
	
	


	Version: 1 
	Revision: 22
	Effective Date:  March 31, 2017


	Step
	Action

	NOTE
	· IF steady state system frequency falls < 59.8 Hz, ERCOT CAN immediately implement EEA 3.

· IF steady state system frequency falls < 59.5 Hz, ERCOT SHALL immediately implement EEA 3.

	NOTE
	Confidentiality requirements regarding Transmission Operations and System Capacity information will be lifted, as needed to restore reliability.

	ERS-30
	ERS with a thirty-minute ramp period.

	ERS-10
	ERS with a ten-minute ramp period.

	
	

	TCEQ
	When increased generation is requested during EEA events, Texas Commission on Environmental Quality (TCEQ) will exercise enforcement discretion for exceedances of emission limits as well as operational limits for power generating plants for Generators who exceed air permit limits in order to maximize generation for the duration of the EEA event.  ERCOT General Council will send out a Market Notice each time ERCOT enters into an EEA with this reminder.

	Media

Appeal
	When an ERCOT-wide appeal through the public news media for voluntary energy conservation is made.  Notify the QSEs by hotline.

	Implement EEA Level 1

	EEA 1
PRC<2300

	IF:

· PRC < 2300 MW and is not projected to be recovered above 2300 MW within 30 minutes without the use of EEA Level 1;

THEN:

· Select the activate EEA flag in EMS,

· Maintain steady state system frequency near 60 Hz and maintain PRC above 1750 MW,

· Determine whether system conditions warrant the deployment of ERS-30.  Refer to the ERS tab on the Real-Time Values Spreadsheet for amounts in each time period and number of times deployed:

· Consider the peak hour, deploy all ERS-30 if needed to prevent PRC from falling < 1750 MW,

· When deploying the ERS-30, also deploy the weather-sensitive ERS if available for the current time period. 

· Using the Hotline, notify all QSEs to implement EEA 1. 

Q#5 - Typical Hotline Script for EEA1  NOT deploying ERS 
OR
IF:

· Deploying ERS, the Resource Operator must complete the XML deployment of the ERS before the Hotline call is made.

· Deploy all ERS Resources as a single group

· If it is June – September and during time period TP3 or TP4 on a business day, use this script.

Q#6 - Typical Hotline Script for EEA1  deploying ERS-30 / ERS-30 including Weather Sensitive 

	RRS

Release to

HASL


	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Nodal Operations Status>Responsive Reserve Service Summary Data

IF:

· PRC < 2000 MW;

THEN:

· Activate Manual Responsive Reserve

· Manually deploy all remaining RRS

	Log
	Log all actions.   

	Implement EEA Level 2

	EEA 2

PRC<1750

	IF:

· PRC < 1750 MW or unable to maintain system frequency at a minimum of 59.91 Hz and is not projected to be recovered above 1750 MW within 30 minutes without the use of EEA Level 2;

THEN:

· Verify with Shift Supervisor a public appeal has been issued

· Maintain steady state system frequency at a minimum of 59.91 Hz and maintain PRC above 1000 MW,

· Determine when system conditions require the deployment of Load Resources and/or ERS Resources (Do Not forget the WS ERS if available):

· Deploy ERS-30 if not already done in EEA 1

· Deploy  ERS-10

· Deploy Load Resources Group 1 and/or 2 

· Using the Hotline, notify all QSEs to implement EEA 2 and any measures associated with EEA 1, if not already implemented. 



	ERS

Resources
	IF:

· Deploying ERS, the Resource Operator must complete the XML deployment of the ERS before the Hotline call is made.

· Deploy all ERS Resources as a single group.

· If it is June – September and during time period TP3 or TP4 on a business day

Q#7 - Typical Hotline Script for EEA2  deploying ERS-10 / ERS-30 / both ERS-10 and ERS 30 / ERS-30 including Weather Sensitive ERS / ERS-10 and ERS-30 including Weather Sensitive 

	Load

Resources
	IF:

· Deploying Load Resources, the Resource Operator must complete the XML deployment of the Load Resources before the Hotline call is made.
· PRC < 1750 MW, deploy Group 1
· PRC < 1375 MW, deploy both Groups 1 and 2 simultaneously
Q#8 - Typical Hotline Script for EEA2 deploying Load Resources Group 1 / Load Resources Group 1 and 2 

	When

ERS

Time Periods

Change
	IF:

· ERS Resources are deployed and  the Time Period is changing

· If it is June – September and during time period TP3 or TP4 on a business day; 

THEN:

· After Resource Operator has completed the XML deployment, make the QSE hotline call

Q#9 - Typical Hotline Script for EEA2 deploying ERS-10 / ERS-30 / both ERS-10 and ERS-30 / ERS-10, ERS-30 including Weather Sensitive Script 

	NOTE
	· All Load Resources, 10 MIN ERS, and 30 MIN ERS must be deployed before firm load

	Media Appeal
	· Unless already in effect, verify with the Shift Supervisor that the communications group has issued an appeal through the public news media for voluntary energy conservation,  
· Notify QSEs, via Hotline, that a media appeal for conservation is in effect.
Q#10 - Typical Hotline Script for Media Appeal 

	Log
	Log all actions.

	Implement EEA Level 3

	EEA3

PRC <1375 MW

	ERCOT will declare an EEA Level 3 when PRC cannot be maintained above 1,375 MW.

Using the Hotline, notify all QSEs to implement EEA 3 Without Firm Load Shed and any measures associated with EEA 1 and 2, if not already implemented.
Q#103 - Typical Hotline Script for EEA3 PRC <1375 Without Firm Load Shed

	LOG
	Log all actions.


	EEA3

Unable to 

Maintain

59.8 Hz or PRC <1000 MW

	IF:

· PRC < 1000 MW or unable to maintain system frequency at 59.80 Hz and is not projected to be recovered above 1000 MW or 59.80 Hz within 30 minutes without the use of EEA Level 3;

THEN:

· Using the Hotline, notify all QSEs to implement EEA 3 Firm Load Shed and any measures associated with EEA 1 and 2, if not already implemented.
Q#11 - Typical Hotline Script for EEA3 With Firm Load Shed

	When

ERS

Time Periods

Change
	IF:

· ERS Resources are deployed and  the Time Period is changing

· If it is June – September and during time period TP3 or TP4 on a business day; 

THEN:

· After Resource Operator has completed the XML deployment, make the QSE hotline call

Q#12 - Typical Hotline Script for EEA3 deploying ERS-10 / ERS-30 / both ERS-10 and ERS-30 / ERS-10, ERS-30 including Weather Sensitive 

	Log
	Log all actions.


5.5
Restoration of Primary Control Center Functionality
Procedure Purpose: To be performed once the Real-Time Operator has arrived at ACC.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	 
	


	Version: 1 
	Revision: 8
	Effective Date:  March 31, 2017


	Step
	Action

	NOTE
	Before normal operation can be restored, be sure to communicate with the other desks to determine the current state of the grid and any communications that may have taken place with QSEs.

	Restoring

Frequency 

Control
	WHEN:
· SCED is functional;
THEN:

· Remove the QSE that was instructed on constant frequency by ending the VDI.

· Put ERCOT AGC into “ON” mode.

	Return to 

Normal

QSE

Notification
	When ready to resume normal operations:

· Check with RUC Operator on desk status to include in hotline call if appropriate

· Place the following Hotline call to the QSEs:

Q#57 - Typical Hotline Script to Cancel Emergency Notice and Restore primary control center: 



	Log
	Log all actions.


6.1
Hurricane/Tropical Storm

Procedure Purpose: To ensure ERCOT and QSEs are prepared for an approaching Hurricane/Tropical Storm
	Protocol Reference

	6.3.2(3)(a)(ii)
	6.5.9.3(2)&(3)
	6.5.9.3.1(4)
	6.5.9.3.2(4)

	
	6.5.9.3.3(5)
	6.5.9.3.4(1)
	
	

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	EOP-011-1

R1.1, R1.2.2, R1.2.6, R2.1, R2.2.9
	
	
	


	Version: 1 
	Revision: 7
	Effective Date:  March 31, 2017


	Step
	Action

	NOTE


	Hurricane / Tropical Storm notifications are called when there is a probability of landfall in the ERCOT Region.  (http://www.nhc.noaa.gov)

	OCN
	When an approaching Hurricane / Tropical Storm is approximately 5 days away.

Using the Hotline, issue an OCN to all QSEs:

Q#58 - Typical Hotline Script for OCN for Hurricane/Tropical Storm


	Advisory
	When an approaching Hurricane / Tropical Storm is approximately 3 days away.

Using the Hotline, issue an Advisory to all QSEs:

Q#59 - Typical Hotline Script for Advisory for Hurricane/Tropical Storm


	Watch
	When approaching Hurricane / Tropical Storm is 1 day away.

Using the Hotline, issue a Watch to all QSEs: 

Q#60 - Typical Hotline Script for Watch for Hurricane/Tropical Storm


	Emergency

Notice
	When Hurricane / Tropical Storm is in the ERCOT Region and is beginning to have an adverse impact on the ERCOT System. 

Using the Hotline, issue an Emergency Notice to all QSEs:

Q#61 - Typical Hotline Script for Emergency Notice for Hurricane/Tropical Storm


	Post
	Coordinate with the Transmission & Security Operator for the posting of the notices on MIS Public.

	Cancel

Posting
	Coordinate with the Transmission & Security Operator for the cancelation of the postings on MIS Public.

	Log
	Log all actions.


6.2
Extreme Cold Weather
Procedure Purpose: To ensure ERCOT and QSEs are prepared for extreme cold weather operations.
	Protocol Reference

	6.3.2(3)(a)(ii)
	6.5.9.3(2)&(3)
	6.5.9.3.1(4)
	6.5.9.3.2(4)

	
	6.5.9.3.3 (5)
	6.5.9.3.4 (1)
	
	

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	EOP-011-1

R1.1, R1.2.2, R1.2.6, R2.1, R2.2.9
	
	
	


	Version: 1 
	Revision: 13
	Effective Date:  March 31, 2017


	Step
	Action

	NOTE


	· Extreme cold weather notifications will be issued when temperatures or wind chill is forecasted to be below freezing for sustained periods and may abnormally impact load levels or generation availability

· For such events, additional reserves may be necessary

	OCN
	When approaching extreme cold weather is approximately 5 days away,  using the Hotline issue an OCN to all QSEs:
Q#62 - Typical Hotline Script for OCN for Extreme Cold Weather


	Advisory
	When approaching extreme cold weather is approximately 3 days away, using the Hotline issue an Advisory to all QSEs:
Q#63 - Typical Hotline Script for Advisory for Extreme Cold Weather


	Watch
	When approaching extreme cold weather is approximately 1 day away and concerns exists to escalate the notice, using the Hotline issue a Watch to all QSEs:
Q#64 - Typical Hotline Script for Watch for Extreme Cold Weather


	Emergency

Notice
	When extreme cold weather has arrived and is beginning to have an adverse impact on the system, using the Hotline issue an Emergency Notice to all QSEs:
Q#65 - Typical Hotline Script for Emergency Notice for Extreme Cold Weather


	Post
	Coordinate with the Transmission & Security Operator for the posting of the notices on MIS Public.

	Cancel

Posting
	Coordinate with the Transmission & Security Operator for the cancelation of the postings on MIS Public.

	Log
	Log all actions.


6.3
Extreme Hot Weather
Procedure Purpose: To ensure ERCOT and QSEs are prepared for Extreme Hot weather operations.
	Protocol Reference

	6.3.2(3)(a)(ii)
	6.5.9.3(2)&(3)
	6.5.9.3.1(4)
	6.5.9.3.2(4)

	
	6.5.9.3.3 (5)
	6.5.9.3.4 (1)
	
	

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	EOP-011-1

R1.1, R1.2.2, R1.2.6, R2.1, R2.2.9
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	Step
	Action

	NOTE
	Extreme Hot weather notifications are issued when:

Temperatures are forecasted to be 103°F or above in the North Central and South Central weather zones. 

– OR – 

Temperatures are forecasted to be 94°F or above in the North Central and South Central weather zones during the following months (October – May). 

	OCN
	When extreme hot weather is forecasted approximately 5 days away.  using the Hotline issue an OCN to all QSEs:
Q#66 - Typical Hotline Script for OCN for Extreme Hot Weather


	Advisory
	When extreme hot weather is forecasted approximately 1 to 3 days away, using the Hotline issue an Advisory to all QSEs:
Q#67 - Typical Hotline Script for Advisory for Extreme Hot Weather


	Watch
	When extreme hot weather is projected for next day or current day and ERCOT has reliability concerns, using the Hotline issue a Watch to all QSEs: 

Q#68 - Typical Hotline Script for Watch for Extreme Hot Weather


	Emergency

Notice
	When extreme hot weather has arrived and is beginning to have an adverse impact on the ERCOT System, using the Hotline issue an Emergency Notice to all QSEs:
Q#69 - Typical Hotline Script for Emergency Notice for Extreme Hot Weather


	Post
	Coordinate with the Transmission & Security Operator for the posting of the notices on MIS Public.

	Cancel

Posting
	Coordinate with the Transmission & Security Operator for the cancelation of the postings on MIS Public.

	Log
	Log all actions.


8.1
Responding to QSE Issues

Procedure Purpose:  Responding to QSE issues regarding website questions, SCED Deployments, LMPs, etc.
	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
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	Step
	Action

	Backup/Alternate Control Center Transfer

	1
	When notified by a QSE that they will be transferring to or from their backup/alternate control center,  
· Identify the [QSE] in the email notification
· Send e-mail to “1 ERCOT System Operators”
· Make log entry.

	Log
	Log all actions.

	QSE Issues

	1
	If a QSE is not satisfied with ERCOT Operations responses to their issues, refer them to their Wholesale Client Representative for clarification/resolution.

	2
	If the issue is with ERCOT systems applications (ICCP down, etc.), notify the ERCOT Help Desk.

	3
	If a QSE is having an issue with ERCOT system applications (unable to access the portal, outage scheduler, etc.), instruct them to call the ERCOT Help Desk.

	
	Notify the Shift Supervisor of any actions taken and unresolved issues.

	Log
	Log all actions.

	Missing Data from MIS Postings

	1
	IF:

· A call is received about data missing or data being incorrect,

THEN:

· Transfer the call to the Help Desk, and

· Notify the Shift Supervisor and Operations Support Engineer.

	Log
	Log all actions.

	Requests to Decommit Self-committed Resource in Operating Period

	1
	IF:

· A request is made by a QSE to decommit a self-committed Resource in the Operating Period;

THEN:

· Transfer the call to the Resource Operator to issue the QSE requested decommit.

	Power System Stabilizers (PSS) & Automatic Voltage Regulators (AVR)

	1
	WHEN:

· Notified by a QSE of a change in status with any PSS or AVR;
THEN:

· Transfer call to the ERCOT Transmission Operator.
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