Power Operations Bulletin # 768
ERCOT has posted/revised the Shift Supervisor Desk manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
3.3
Disseminating Information to System Security Response Group (SSRG)

Procedure Purpose: To communicate information concerning disturbances or unusual occurrences to appropriate parties in the Interconnection.

	Protocol Reference
	
	
	
	

	Guide Reference
	3.8(4)
	
	
	

	NERC Standard
	EOP-004-2
	
	
	


	Version: 1 
	Revision: 14
	Effective Date:  December 30, 2016


	Step
	Action

	NOTE
	Threat alerts can be viewed at either of the following links: 

https://www.eisac.com/, OR

http://www.dhs.gov/files/programs/ntas.shtm
The definitions for the threat alert levels are listed in the Security Alert Plan which can be found in the Operating Procedure Manual.

	NOTE
	· The SSRG e-mail exploder list is used to disseminate information to the SSRG members of the ERCOT Region when an SSRG conference call is not necessary.  

· This information is intended for use within the industry and not for public release.  

· At the beginning of each e-mail state the follow “This information is intended for use within the industry and not for public release”
· At the bottom of each e-mail, be sure to include a Confidentiality Notice and your signature.

· The Reliability Coordinator Information System (RCIS) is used to disseminate information to other RCs in other Interconnections.
· Do not list the entity name on the SSRG e-mails or on the RCIS.

	Events not Considered an Act of Suspected Sabotage

	1
	IF:

· A TO or QSE reports an event that is not considered an act of suspected sabotage, such as  the following:

· Copper thefts
· Substation break-in
· Vandalism
· Malicious mischief
· Suspicious photos
THEN:

· Disseminate this information using the ‘SSRG’ distribution list:

· State in the e-mail that the event is “currently not considered as an act of suspected sabotage”.
· State the county of the event

	2
	MONITOR:

· The RCIS (CIP Free Form) for ERCOT events which meet the criteria in step 1 that should be disseminated to SSRG;

THEN:

· Follow instructions in step 1 to disseminate the information

	LOG
	Log all actions.

	Suspected Sabotage or Sabotage Events

	Physical
	For suspected physical sabotage at the ERCOT facilities.  
· RCIS posting and SSRG email will also be required.

	Cyber
	When notified by Cyber Security of a reportable event at ERCOT, collect the information to post under “CIP Free Form” on the RCIS.  

	1
	IF:

· A TO or QSE reports an act of  suspected sabotage or a sabotage event;

THEN:

· Verify that the FBI has been notified,  
· Disseminate the information using the ‘SSRG’ distribution list:

· State in the e-mail that the event is considered “an act of suspected sabotage OR further investigation/information is needed to determine if event is an act of suspected sabotage,”
· State the county the event occurred

ONCE:

· Enough information has been received;

NOTIFY:

· TOs and QSEs via Hotline with information you have,

· Post on the RCIS using “CIP Free Form”,

· Coordinate with the Manager, System Operations and/or Designee to determine if procedure 3.4 SSRG Conference Calls is necessary and for any NERC and DOE reporting requirements.

Typical Hotline Script:  “This is ERCOT operator [first and last name], at [xx:xx], ERCOT notified the System Security Response Group (SSRG) of a suspected sabotage event [give information]. Please notify your SSRG representative.” 



	2
	WHEN:

· Updates are received;

THEN:
· Send an updated e-mail to the ‘SSRG’ distribution list, 

· Update RCIS posting as needed

	LOG
	Log all actions.


4.1
Resource Testing and In-Service Approvals

Procedure Purpose: This procedure provides direction and guidelines for conducting various testing and approval processes for resources and transmission elements. 
	Protocol Reference
	3.3.1
	6.5.7.8(1)
	8.5.1.1
	8.5.1.2

	Guide Reference
	3.3.2.2
	
	
	

	NERC Standard
	
	
	
	


	Version:  1
	Revision: 11
	Effective Date:  December 30, 2016  

	
	
	
	

	Step
	Action

	Unit Testing

	NOTE
	QSEs will submit test requests to shiftsupv@ercot.com.  If e-mail is down, a fax will be accepted at (512) 248-6858. Test request forms are located on the ERCOT website under ‘Operating Procedures’.

	1
	As requests for unit tests are received, make every reasonable effort to accommodate testing.

Reasons for not accommodating testing:

· Unit has best shift factor to manage congestion for an outage.  Without unit, contingency may reach max shadow price and become unsolvable,

· The request exceeds 7 days,

· A pattern of repeated requests for the same unit(s) indicate that abuse of the testing privilege may be taking place.  If any request is refused for this reason, notify the Manager, System Operations and/or Designee.

	CAUTION
	If deployment of the testing unit is necessary to maintain system security, instruct the test be canceled and deploy as needed. 

	NOTE
	The tests mentioned below are not an exhausted list, they are tests that required coordination with other ERCOT departments.

	OK to Test
	If the testing can be accommodated, RESPOND via e-mail or fax to the requesting party similar to the following:
“ERCOT approves.
ERCOT intends to make system adjustments to accommodate this testing to the extent possible consistent with system security.

This intent is NOT a guarantee of accommodation”.

___________________     

     (Shift Supervisor)                

	Not OK 
to Test
	IF the request cannot be accommodated, RESPOND via e-mail or fax to the requesting party similar to the following:
“ERCOT cannot accommodate the request for the following reason(s) :     <List reasons>”.
__________________    

     (Shift Supervisor)            

	Approved Resources to be ONTEST

	Approval


	· As Resource tests are approved, update “Approved Unit Tests” spreadsheet located on the System Operations SharePoint.

· All operators will be able to view the list to determine which resources are approved to use the status of ONTEST. 

	

	
	· 
· 
· 
· 

	In Service Approval (or Approval to Energize)

	1
	IF:
· A Market Participant makes a request to energize new or relocated equipment;

THEN:
· Review notification provided by Operations Support Engineering,

· Approve the request if notification has been provided;

IF:

· The equipment has not been approved by Operations Support Engineering,

 THEN: 

· Delay the request and notify Operations Support Engineer.

	Ancillary Service Testing Coordination

	1
	Ancillary Service Qualification Testing will be done in coordination with Operations Analysis and EMMS Production Support.
IF:
· A QSE requests an Ancillary Service Qualification Test;

VERIFY:
· A Wholesale Account Manager is in the notification or instruct the QSE representative to notify their Wholesale Account Manager to start the process.

	2
	The coordination of the testing times will be between System Operations, Operations Analysis and EMMS Production Support. 

When contacted by Operations Analysis: 

· Wholesale Account Manager will notify QSE of scheduled test,

· Ensure reliable conditions exist at all times.

	Log
	Log all actions.

	Coordinated Reactive Tests

	NOTE
	The Resource Entity requesting to perform a Coordinated Test will provide ERCOT Operations and the TO with notice of the proposed test date before 1500 on the day prior to the day of the test.   Requests shall be made between 0800 and 1700 on Business Days. Upon receipt of a request for test, ERCOT Operations and the TO will evaluate the expected conditions and determine whether ERCOT System conditions are conducive to a valid test can be created through coordinated network switching, modification of the generation reactive dispatch of nearby Generation Resources, or by some other means.  Having established that suitable ERCOT System conditions exist or can be created, ERCOT Operations, and the TO shall confirm with the Resource Entity and the QSE the agreed upon test time and date or a rejection of the test time and date before 1700 on the day prior to the day of the test.

	1
	Coordinated Reactive Tests will be done in coordination with System Operations, Operations Analysis, the Transmission Operator (TO), and the Qualified Scheduling Entity (QSE).  

WHEN:

· A QSE makes a request for a Coordinate Reactive Test;

VERIFY:

· Date/Time of Testing

· MVAR Leading and/or Lagging expected during the test

· CURL/D-Curve is attached
· Estimated MW output 
If all information is included in the test request, proceed to step 2.  If not, reply to e-mail from QSE and request the missing information.



	2
	The coordination of the testing times will be between System Operations, Operations Analysis and the Transmission Operator (TO). 

WHEN: 
· All information above is received;

 VERIFY:
· TO has approved the test,

· TO can approve verbally on a recorded line or by email
Once the TO has approved and all information is accurate, approve the QSE test request.  Include for following in the approval: 

· Operations Analysis
· Shift Supervisors

	OK to Test
	If the testing can be accommodated, RESPOND via e-mail to the requesting party similar to the following:
“ERCOT recognizes the need of <Company Name> to perform a Coordinated Reactive test with its unit <name> on <date and time>.
ERCOT intends to make system adjustments to accommodate this testing to the extent possible consistent with system security.

[TO] concurs with the test as long as real-time conditions allow for it.
This will require the Generator Operator to contact the local transmission company prior to test initiation.
This intent is NOT a guarantee of accommodation”.

___________________     

     (Shift Supervisor)                

	Not OK 
to Test
	If the request cannot be accommodated, RESPOND via e-mail to the requesting party similar to the following:
“ERCOT cannot accommodate the request of <Company Name>for a unit test on <date and time> for the following reason(s) :     <List reasons>”.
__________________    

     (Shift Supervisor)

	Approval
	· As Resource tests are approved, update “Approved Unit Tests” spreadsheet located on the System Operations SharePoint.

· All operators will be able to view the list to determine which resources are approved to be ONTEST.

	Log
	Log all actions.


5.5
Supervise Coordination with SPP, MISO and CFE

Procedure Purpose:  To ensure proper notification and coordination takes place.
	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	EOP-001-2.1b

R3.1, R3.2
	IRO-014-1
R1.1.1, R1.1.2, R1.1.6
	IRO-015-1

R1
	TOP-001-1a R6


	Version: 1 
	Revision: 6
	Effective Date:  December 30, 2016


	Step
	Action

	NOTE
	The ERCOT ISO is only connected to another RC through asynchronous ties.  The coordination and communication that must take place with SPP, MISO and CFE is outlined below.  It is the responsibility of the Shift Supervisor to ensure this coordination takes place.

· DC-Tie Tagging Activities
· EEA Levels
· Outages on DC-Ties
· BLT’s
· Arming of the Monticello RAS
· Switchable Generation

· ERCOT System Blackout
Communications with CFE will be coordinated through AEP Corpus for the Eagle Pass and Laredo DC-Tie and Sharyland for the Railroad DC-Tie.

	DC-Ties
	Confirm that the DC Tie schedules and E-Tags were properly verified. Ensure that the “after-the-fact checkout” is performed each night and e-mailed to the appropriate entities as outlined in the DC-Tie Procedures.

	EEA
	ERCOT’s EEA status must be communicated to the SPP Reliability Coordinator (Turret phone button labeled SPP RC) as outlined in the DC-Tie procedures.

	Outages
	All planned and forced outages that affect the DC-Ties shall be coordinated with the Tie Operator(s) and SPP (if SPP DC-Ties affected).  A message must also be posted on the MIS Public using Notice Builder for planned outages on any commercial DC-Ties.  

	BLT
	Notify the SPP or MISO Reliability Coordinator when a BLT is initiated between ERCOT and SPP or MISO, as outlined in the Transmission & Security procedures.

	RAS
	Notify the SPP Reliability Coordinator when the Monticello RAS arms.  If the RAS activates, the DC-E will trip.

	Switchable Generation Resource 

	NOTE
	Switchable Generation Resource (SGR) can be connected to either the ERCOT grid or MISO or SPP.  ERCOT has coordination agreements with both SPP and MISO, if any entity enters or foresees entering into an emergency, the RC with the emergency can request help to mitigate the emergency.  This help will consist of requesting one or more SGRs to switch into the grid with the emergency.  

	1
	IF:

· MISO or SPP call to request one or more SGR be switched into them;

THEN:

· Within one hour, determine that by releasing the SGRs it does not cause an Adverse Reliability Impact for ERCOT.  

IF:

· No Adverse Reliability Impacts;

THEN:

· Notify the RC and the QSE for the SGR, it is up to the QSE as to whether they want to switch.

Follow the same process if ERCOT requests a SGR be switched into ERCOT.


6.1
Reports

Procedure Purpose: Provide reporting criteria and instructions for the daily reports sent to the PUC, the process to report certain events to the Texas Reliability Entity, posting EEA notices to RCIS and the process for reporting system disturbances to NERC and DOE.

	Protocol Reference
	 22 (B)
	6.5.1.2 (4)
	
	

	Guide Reference
	3.2.3
	4.7
	
	

	NERC Standard
	EOP-001-2.1b

R3.1, R4
	EOP-004-2

R1, R2 
	EOP-010-1

R2
	IRO-005-3.1a R3


	Version: 1 
	Revision: 29
	Effective Date:  December 30, 2016


	Step
	Action

	PUCT Daily Report

	Initial Report
	Complete the PUCT Daily Report template between 0300 – 0400 and again between 1400 – 1500 each day.    

	E-Mail

Report
	E-mail the report to the distribution list entitled “PUC-Available Generating Resources.”

	Update
Report
	Update and resend report when system conditions change that cause concern.  Some examples are below:

· The probability of an EEA event increases. Give reason(s) for concerns

· When Off-Line Non-Spin is deployed for capacity (provide times)

· A special update is not needed; provide information next time report is updated. 
· Conditions change that required new notices to be issued or cancelled
· OCN, Advisory, Watch, or Emergency Notice (excluding GMD Advisory’s)

· Clarify whether Transmission Watch/Emergency is due to a planned or forced outage (state the area of the state) noting the date and time   

· A special update is not needed for DAM/DRUC delays; provide information on the 1500 update

· Do NOT update report for tool outages.

· The Gibbons Creek Bryan East/Green Prairie 138 kV double circuit transmission line trips, or if unplanned outages of generation units cause security problems in the Bryan-College Station area
· Localized gas curtailments, not expected to cause reliability issues (be specific, how much is derated)

· A DCS event
· Deployment of Load Resources

· Any Nuclear Resource issues (including trips, coming off-line, high risk activities, de-ratings, etc.)

Do Not use abbreviations, spell words out.

Send updated report when conditions have returned to normal.

	Weather

Information
	The temperatures are automatically pulled from the EMS, however please verify temperatures from a National or Local Weather Service for each city listed and adjust as necessary.

	Guidelines for Determining EEA Potential
	Use the following guidelines to determine the potential for EEA when completing the PUCT Daily Report:

Potential for EEA Level 1

· Low 
· Sufficient capacity to cover peak demand
· An Advisory is in effect for Physical Responsive Capability.
· Medium
· A Watch is in effect for Physical Responsive Capability. 
· Loss or delay of generation availability during peak demand that may diminish Physical Responsive Capabilities 
· Excel MAI shows multiple hours of insufficient reserves and there is belief it is a significant threat
· High 
· A Watch is in effect for Physical Responsive Capability and trending downward after procuring quick-start capacity 
· Excel MAI shows multiple hours of insufficient reserves AND ERCOT has been unable to correct the capacity insufficiency over several hours AND ERCOT believes it is a significant threat
· Critical
· EEA Level 1 in effect
Potential for EEA Level 2

· Low 
· Sufficient capacity to cover peak demand
· An Advisory is in effect for Physical Responsive Capability
· Medium
· EEA Level 1 in effect
· High 
· Physical Responsive Capability ≤ 1750 MW and trending downward
· Critical
· Physical Responsive Capability ≤ 1375 MW and trending downward 
Potential for EEA Level 3

· Low 
· Sufficient capacity to cover peak demand
· High 
· EEA Level 2 in effect
· Physical Responsive Capability < 1000 MW and trending downward, OR
· Unable to maintain frequency ≥ 59.8 Hz
· Critical
· EEA Level 3 in effect

	7-Day Outlook

	Report
	Complete the 7-Day Outlook Report between 1500 – 1530 each day.    

	Open
	The 7 Day Forecast file is located: P:\SYSTEM OPERATIONS drive in the “7-Day Outlook” Folder. 

	Verify
	Data looks to be correct.

	E-Mail

Report
	E-mail the report to the 7-Day Load and Capacity Outlook distribution list by selecting “Report” and confirming.

	Unit Trip Posting

	Report
	Complete the Unit Trip posting for the previous day between 0000 – 0800 each day of the week.

	Analyze
	Review:
· Any unit trips from the previous day,

· Post an Operational Information message, low priority, on MIS Public

	<450 MW
	IF:

· No trips are greater than 450 MW,
· Post the following message example on MIS Public

	Post
	No sudden loss of generation greater than 450 MW occurred on <Date>. 

	≥450 MW
	IF:

· A trip was 450 MW or more,

· Post the following message example on MIS Public

	Post
	On <Date>, a sudden loss of generation occurred at <Time> totaling *** MW. Frequency declined to **.*** Hz, ERCOT load was **,*** MW.

	Multiple Trip Example
	On <Date>, a sudden loss of generation occurred at <Time> totaling *** MW. Frequency declined to **.*** Hz, ERCOT load was **,*** MW. Another sudden loss of generation occurred at <Time> totaling *** MW. Frequency declined to **.*** Hz, ERCOT load was **,*** MW.

	Event Analysis Reporting

	1
	WHEN an event occurs that is listed on the “event list” below, before shift is over:

· E-mail information to Manager, System Operations and Designee

· The subject line of the e-mail should read “TRE Event.”

	Event
List
	For purposes of the event analysis program, brief reports must be completed with 5 days.  Most events listed are either OE-417 or EOP-004 reportable, those timelines and forms will be used in place of the EA brief report.  

Category 1 Events:

· An unexpected outage, contrary to design, of three or more BES Facilities caused by a common disturbance. For example:

· The sustained outage of a combination of three or more BES Facilities

· The outage of an entire generation station of three or more generators (aggregate generation of 500 MW to 1,999 MW); each combined cycle unit is counted as one generator

· Intended and controlled system separation by the proper operation of a RAS
· Failure or misoperation of BES RAS
· System-wide voltage reduction of 3% or more that lasts more than 15 continuous minutes due to a BES emergency

· Unintended BPS system separation that results in an island of 100 MW to 999 MW. This excludes BES radial connections, and non-BES (distribution) level islanding

· The loss of generation of 1,000 MW – 1,399 MW

· Loss of monitoring or control, at a control center, such that it significantly affects the entity’s ability to make operating decisions for 30 continuous minutes or more 

Examples include, but are not limited to the following: 

· Loss of operator ability to remotely monitor or control BES elements 

· Loss of communications from SCADA RTU 

· Unavailability of ICCP links reducing BES visibility 

· Loss of the ability to remotely monitor and control generating units via AGC 

· Unacceptable state estimator or contingency analysis solutions 

Category 2 Events:

· Complete loss of voice communication capability affecting a BES control center for 30 minutes or more 
· Voltage excursions within a Transmission Operator’s footprint equal to or greater than 10% lasting more than 15 continuous minutes

· Complete loss of off-site power (LOOP) to a nuclear generating station per the Nuclear Plant Interface Requirement

· Unintended system separation that results in an island of 1,000 MW to 4,999 MW

· Unintended loss of 300 MW or more of firm load for more than 15 minutes

· IROL Violation for time greater than Tv.

Category 3 Events:

· Unintended loss of load or generation of 1,400 MW or more

· Unintended system separation that results in an island of 5,000 MW to 10,000 MW

Category 4 Events:

· Unintended loss of load or generation from 5,001 MW to 9,999 MW

· Unintended system separation that results in an island of more than 10,000 MW

Category 5 Events:

· Unintended loss of load of 10,000 MW or more

· Loss of generation of 10,000 MW or more

	NERC and DOE Reporting

	NOTE
	· Contact the Manager, System Operations and/or Designee when a NERC or DOE reporting event occurs.  If available, they will be responsible to complete the required form
· In the body of the e-mail, type the following:

· "Contains Privileged Information and/or Critical Energy Infrastructure Information - Do Not Release.".
· NERC 24-hour Emergency Hotline (404) 446-9780),

	OE-417

Reporting

Events
	DOE OE-417 forms can be downloaded at: http://www.eia.gov/survey/form/oe_417/form.pdf.  The items in bold/grey must be reported within 1 hour of the incident.  The others must be reported within 6 hours.  All final reports must be submitted within 48 hours.

OE-417 reports are required for the following events:

· Actual physical attack that causes major interruptions or impacts to critical infrastructure facilities or to operations

· Actual cyber or communications attack that causes major interruptions of electrical system operations

· Complete operation failure or shut-down of the transmission and/or distribution electrical system

· Electrical System separation (Islanding) where part or parts of a power grid remain(s) operational in an otherwise blacked out area or within the partial failure of an integrated electrical system

· Uncontrolled loss of 300 MW or more of firm system loads for more than 15 minutes from a single incident

· Load shedding of 100 MW or more implemented under emergency operational policy 

· System-wide voltage reduction of 3% or more

· Public appeal to reduce the use of electricity for purpose of maintaining the continuity of the electric power system (ERCOT process each EEA)

· Suspected physical attacks that could impact electric power system adequacy or reliability; or vandalism which target components of any security systems

· Suspected cyber or communications attacks that could impact electric power system adequacy or vulnerability

· Loss of electric service to more than 50,000 customers for 1 hour or more

· Fuel supply emergencies that could impact system adequacy or reliability

	Event 

Reporting

EOP-004-2
	NERC Preliminary Disturbance reports are to be completed within 24 hours of recognition of meeting an event type threshold for reporting or by the end of the next business day if the event occurs on a weekend (which is recognized to be 4 PM local time on Friday to 8 AM Monday local time).  Events that are also DOE reportable, the OE-417 form should be used.  For the other events, use the EOP-004 – Attachment 2 Event Reporting Form:

· Damage or destruction of a Facility that results in actions to avoid a BES Emergency

· Damage or destruction of a Facility that results from actual or suspected intentional human action

· Physical threats to a Facility excluding weather or natural disaster related threats, which has the potential to degrade the normal operation of the Facility or suspicious device or activity at a Facility.  Do not report theft unless it degrades normal operation of a Facility

· Physical threats to a BES control center

· Public appeal for load reduction event (ERCOT process each EEA)
· System wide voltage reduction of 3% or more

· Manual firm load shedding 100 MW or more

· Automatic firm load shedding 100 MW or more (via automatic undervoltage or underfrequency load shedding schemes or RAS
· Voltage deviation of 10% or more of nominal voltage sustained for 15 or more continuous minutes

· IROL violation

· Loss of firm load for 15 minutes or more:

· 300 MW or more for entities with a previous year’s demand of 3,000 MW or more

· 200 MW or more for all other entities

· Each system separation resulting in an island 100 MW or more

· Loss of generation of 1,000 MW or more

· Complete loss of off-site power affecting a nuclear generating station per the Nuclear Plant Interface Requirement

· Unexpected loss within its area, contrary to design, of three or more BES Elements caused by a common disturbance (excluding successful automatic reclosing

· Unplanned evacuation from BES control center facility for 30 continuous minutes or more

· Complete loss of voice communication capability affecting a BES control center for 30 continuous minutes or more

· Complete loss of monitoring capability affecting a BES control center for 30 continuous minutes or more such that analysis capability (i.e., State Estimator or Contingency Analysis) is rendered inoperable

	1
	When required to file or forward a report, the Manager, of System Operations or the Designee will be responsible.
File or forward disturbance report to entities that have not received:

· NERC System Awareness (systemawareness@nerc.net)
· NERC (operations@eisac.com), requirement for cyber and courtesy copy for all other reports

· Fax (404) 446-9770, if internet down

· Phone (404) 446-9780
· DOE when required above  (doehqeoc@oem.doe.gov)
· Fax (202) 586-8485, if internet down

· Phone (202) 586-8100

· NERC and DOE Disturbance Reporting e-mail list

	NOTE
	Please be aware that for phone calls to NERC, you will be prompted by a computerized auto-attendant to press 1 for operational issues or 2 for cyber-security issues.

	RCIS Reporting

	EEA

Postings
	There are four levels of Emergency Energy Alert (EEA). As ERCOT enters each level, postings must be made on the RCIS under “Energy Emergency Alert”:

· “ERCOT is declaring EEA 1”
· “ERCOT is declaring EEA 2” 
· “ERCOT is declaring EEA 3”
· “ERCOT is in EEA 0 and back to normal operations.” 

	NXT Notification Requirements

	Beginning

of each

Shift
	Log into the NXT Communicator at the beginning of each shift in order to make the required notification quickly. 

· If issues arise and you are unable to log into the NXT Communicator with your user name, notify the helpdesk and request immediate assistance.

	NOTE
	NXT notification should be coordinated with the Shift Engineer.

	Watch
	IF:

· A Watch for Physical Responsive Capability is initiated,
THEN:

· Select the “SO Watch PRC below 2500” Scenario and activate notification,

WHEN:

· A Watch for Physical Responsive Capability has been cancelled,
THEN:

· Select the “SO Watch for PRC Cancelled” Scenario and activate notification.

	EEA

Implementation Levels
	IF:

· ERCOT initiates EEA Level 1,
THEN:

· Select the “SO EEA Level 1” Scenario and activate notification,
IF:

· ERCOT initiates EEA Level 2,
THEN:

· Select the “SO EEA Level 2” Scenario and activate notification,
IF:

· ERCOT initiates EEA Level 3,
THEN:

· Select the “SO EEA Level 3” Scenario and activate notification.

	EEA

Termination Levels
	WHEN:

· EEA Level 3 is terminated,
THEN:

· Select the “SO EEA Level 3 to EEA Level 2” Scenario and activate notification,
WHEN:

· EEA Level 2 is terminated,
THEN:

· Select the “SO EEA Level 2 to EEA Level 1” Scenario and activate notification,
WHEN:

· EEA Level 1 is terminated,
THEN:

· Select the “SO EEA Level 1 Cancellation” Scenario and activate notification.

	Loss of

Firm

Load
	IF:

· An Operator (ERCOT or TO) has issued a request for firm load shed of ≤ 100 MW,
THEN:

· Notify the Manager, System Operations and/or Designee immediately.
WHEN:

· An Operator (ERCOT or TO) has issued a request for firm load shed of ≥ 100 MW,
THEN:

· Notify the Manager, System Operations and/or Designee immediately,
· Select the “SO Request Firm Load Shed” Scenario and activate notification.

	NXT Testing
	WHEN:

· Performing  Shift Supervisor Procedure 9.2 Monthly Testing of Non-Routinely used Telecommunications Facilities,
THEN:

· Select the “SO ENS Test” Scenario and activate notification.

	ERCOT Morning Report

	NOTE
	· This report is currently only required Monday – Friday.
· The Morning Report form is located on the _Operations Official Spreadsheets folder

	1
	Weather Information:
· Enter temperatures  from a National or a Local Weather Service for each city listed.
· Enter the current day forecast conditions for each city listed.

	2
	Load Data:
· The All-Time Peak MW and Seasonal Peak MW will be provided as needed. 
· Verify the Projected Peak MW and peak hour for the current day.  Use the most reasonable forecast, which may not be the highest.
· Verify the Previous Day Actual MW.

	3
	Interchange: 

· Verify the net flow across the DC-Ties for the peak hour.  This can be obtained from the MOI under “DC Tie Scheduling” or from the Excel MAI.

	4
	Transmission Line Outages:

· Verify the number of 345 kV line segment outages for the peak hour.

	5
	Generation MW Totals:
· Verify the Generation scheduled outage MW total.
· Verify the Generation forced outage MW total.

	6
	Projected MW Reserves:
· Verify the Responsive Reserve requirement at the Project Peak.
· Verify the anticipated operating reserves available at time of peak.
· The anticipated operating reserves can be found by adding the “Max Cap. Room” and Responsive Reserve requirement.

	7
	Recent ERCOT Congestion Activity:
· No action needed

	8
	Comments:
· List any active OCNs, Advisories, Watches or Emergency notices.

	9
	Select:

Create Report

	EMAIL
	The file is transferred to P:\SYSTEM OPERATIONS drive in the NERC Morning Report Folder.   This report should be sent as an attachment by 0700 using the e-mail distribution list entitled “ERCOT Morning Report.”
The subject line of the e-mail should read “ERCOT Morning Report for <date>”

	RMR Unexcused Misconduct Events

	NOTE
	· For a RMR unit, a “Misconduct Event” means any hour or hours during which Participant is requested to, but does not; deliver the energy at a level of at least 98% on each hour of the level shown in the Availability Plan.

· For a Synchronous Condenser Unit, a “Misconduct Event” means any hour or hours during which Participant is requested to, but does not, synchronize the Unit to the ERCOT Transmission Grid during any hour in which the Unit is shown in the Availability Plan

	1
	IF:

· An RMR or Synchronous Condenser fail to deliver the energy when requested to;

THEN:

· Notify the Manager of System Operations and/or Designee.

· The manager will gather the detailed information and send an e-mail to “Nodal Settlements and Billing” with the subject line “Action Required – RMR Unexcused Misconduct Event”. 

	Shift Schedule

	NOTE
	· Shift Schedules will be posted to the MIS under GRID on the Transmission Page in the Transmission Supporting Information section.  
· The posting of the schedule will be current at all time to be compliant with the Protocols.

	GEO-Magnetic Disturbance (GMD)

	NOTE
	 Solar storms or Geo magnetic disturbances (GMDs) are caused by the interaction of coronal mass ejections (solar flares) with the Earth’s Ionosphere. This interaction produces ionospheric currents in the magnitude of millions of amperes which disturb Earth’s magnetic field. This disturbance induces voltage potential at Earth’s surface which results in geomagnetically induced currents (GICs) in conducting paths such as long transmission lines, pipelines, cables etc. GICs are low frequency or quasi-DC currents which enter and exit the power system at transformer groundings and grounded transmission lines. GICs of 100’s of amperes in magnitude have been recorded. Hence the GICs have the potential to disrupt the normal operation of power system and may damage transformers. GICs may also lead to the loss of reactive power support and hence may cause voltage instabilities.

	Monitor
	Monitor forecasted and current space weather:
· Reliability Coordinator Information System (RCIS) at https://rcis.nerc.net
· NOAA’s Space Weather Prediction Center

	Warning

(Forecasted)
	WHEN:

· A forecasted GMD Warning is issued for K-7 and greater or G3 and greater;

THEN: 

· Post message on MIS Public

· Notice Type: Operational Information

· Notice Priority: Low

Typical MIS Posting:
The Space Weather Prediction Center has issued a GMD Warning of [state level] until [date and time].

Notify Operations Support to run power flow studies to identify 345kV transformers loaded above 70% and develop a mitigation plan if needed.

	Extend
	IF:

· The Warning is extended or K level increases/decreases;

THEN: 

· Post new message on MIS Public and
· Cancel the older message
Typical MIS Posting:
The Space Weather Prediction Center has extended the GMD Warning of [state level] until [date and time].

	Cancel
	WHEN:

· The Warning is no longer valid;

THEN: 

· Cancel the MIS posting.

	Alert

(Current)
	WHEN:

· An Alert for a GMD is issued for K-7 and greater or G3 and greater, or the K level increases/decreases;

THEN: 

· Instruct the Transmission & Security and Real-Time Operators to implement their GMD procedures to make additional postings and Hotline calls.

	Extend
	IF:

· The Alert is extended or the K level is increased/decreases;

THEN: 

· Instruct the Operators to extend the Alert and/or make notifications regarding storm severity.

	Cancel
	WHEN:

· K levels drop below K7 or when the Warning is no longer valid;

THEN: 

· Instruct the Operators to cancel the Advisory for the Alert.

	Issues
	IF:

· Any TO reports an issue due to the GMD event;

· THEN: 

· Send e-mail to the following with the details
· Operations Analysis
· Operations Support
· Shiftsupv

	Gas Restrictions

	1
	Once notified by a QSE of gas restrictions

· Send an e-mail to “Gas Company Notifications”.  This will notify all appropriate ERCOT staff.

	2
	Determine:

· If the gas restriction could impact electric power system adequacy or reliability,
THEN:

· Proceed to “Reports” procedure for NERC/DOE reporting requirements, AND
· Consider fuel switching for the generation that has this capability
This data can be viewed at ERCOT SharePoint > System Operations – Control Center > Quick Links > Fuel Oil Capability

	Remedial Action Schemes (RAS)

	
	IF:
· A Monthly RAS report is received by e-mail;

THEN:

· Forward reports to:

· OPS Support Engineering
· Shift Supervisors 


