	ERCOT Operating Procedure Manual

	Shift Supervisor Desk



Power Operations Bulletin # 752
ERCOT has posted/revised the Shift Supervisor manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.
General
2.1
System Operator Responsibility and Authority

Procedure Purpose: To ensure the System Operators know their roles, responsibility and authority.
	Protocol Reference
	6.5.1.1
	6.5.1.2(3)
	6.5.2
	6.5.3(1)

	Guide Reference
	4.5.2(1)
	
	
	

	NERC Standard

	EOP-002-3.1

R1
	IRO-001-1.1 R3
	PER-001-0.2

R1
	TOP-001-1a

R1


	Version: 1 
	Revision: 4
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The System Operator (SO) shall, in accordance with NERC Reliability Standards, have clear decision-making authority to act and to direct actions to be taken by Transmission Operators, Generator Operators, and Transmission Service Providers within its Reliability Coordination Area to preserve the integrity and reliability of the Bulk Electric System during both normal and emergency conditions.  These actions shall be taken without delay, but not longer than 30 minutes which may include shedding of firm load without obtaining approval from higher-level personnel.  The ERCOT System Operator represents the following NERC functional entities collectively for the ERCOT ISO at any time:

· Reliability Coordinator
· Balancing Authority

· Transmission Operator

The SO on duty is, in accordance with the ERCOT Protocols, Operating Guides, and NERC Reliability Standards, and acting as the Balancing Authority, Transmission Operator, and Reliability Coordinator shall request and receive information required to continually monitor the operating conditions and request that individual Market Participants (MPs) make changes, which will assure security and reliability of the ERCOT system.

The SO issues Dispatch Instructions for the Real-Time operation of Transmission Facilities to a TO, and to a QSE for the Real-Time operation of a Resource. 

The SO shall, on an ERCOT-wide basis, coordinate the ERCOT System Restoration (Black Start) Plan.  The SO shall implement the Black Start Plan and shall direct the reconnection efforts of the islands, established by restoration activities.  The SO shall coordinate the mutual assistance activities of the ERCOT participants during system restoration activities.

The SO shall consider all equipment operating limits when issuing Dispatch Instructions except as stated in Protocol Section 6.5.9, Emergency Operations, if a Dispatch Instruction conflicts with a restriction that may be placed on equipment from time to time by a TO, or a Generation Resource’s QSE to protect the integrity of equipment, ERCOT shall honor the restriction.
The SO performs security analyses on a Day Ahead and real-time basis and ensures all Forced Outages are entered into the Outage Scheduler. The SO shall obtain or arrange to provide emergency energy over the DC Tie(s) on behalf of ERCOT.

The SO shall issue appropriate OCNs, Advisories, Watches, and Emergency Notices, and coordinate the reduction or cancellation of clearances, re-dispatch of generation, and request, order, or take other action(s) that the SO determines is necessary to maintain safe and reliable operating conditions on the ERCOT system in accordance with ERCOT Protocols, Operating Guides, and NERC Reliability Standards.  The SO will implement and terminate ERCOT Time Corrections, and will determine the need for and implement the operation of a Qualified Scheduling Entity (QSE) on Constant Frequency Control for loss of ERCOT’s load frequency control system.

As the Reliability Coordinator, ERCOT ISO shall comply with its Regional Reliability Plan that has been approved by the NERC Operating Committee.

The SPP DC-Tie processes, procedures, or plans that support or affect SPP shall be reviewed at least once every 3 years and updated if needed.  These would include any DC-Tie procedures, inadvertent energy procedures, and emergency procedures.

2.2
Communication
Procedure Purpose:  To improve communication to reduce the possibility of miscommunications that could lead to action or inaction harmful to the reliability of the grid.

	Protocol Reference
	6.5.7.8
	6.5.8
	
	

	Guide Reference
	3.1.3
	
	
	

	NERC Standard
	COM-002-4
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	Step
	Action

	Three-Part Communication

	NOTE
	· Operating Instruction and Dispatch Instructions are synonymous

· Refer to the Communications Protocols document for requirements.

	
	

	1
	
When issuing Operating Instructions, use three-part communication:

· Issue the Operating Instruction
· Receive a correct repeat back

· Give an acknowledgement



	2
	Many scripts have been placed throughout the procedures as a reminder for the three-part communication.  However, a script cannot be provided for every scenario.  Effective three-part communication skills are mandatory.

	Hotline Call Communication

	1
	When making Hotline calls, verify that every entity has answered.

IF:
· Not every entity answered the Hotline;

THEN:

· Contact them using their OPX line or LD line to provide them with the message

· Inquire why they were not on the Hotline call

· Open a Help ticket if ERCOT’s Telecommunications department is needed to investigate.

	

	
	· 
· 

	

	
	· 

	Master QSE

	1
	Issue the VDI to the Master QSE of a Generation Resource that has been split to function as two or more Split Generation Resources as deemed necessary by ERCOT to effectuate actions for the total Generation Resource for instances when electronic Dispatch Instructions are not feasible.

	LOG
	Log all actions.


3.2
Capacity and Reserve Monitoring

Procedure Purpose:  To monitor capacity for SCED dispatch and total system capacity for providing Ancillary Services.

	Protocol Reference
	6.3.2(2)
	6.5.9.1(1)(a)
	6.5.7.6.2.3(1)
	

	Guide Reference
	2.2.1(3)(a)
	
	
	

	NERC Standard
	EOP-002-3.1  R4
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	Step
	Action

	Capacity Monitoring

	1
	Monitor the Excel MAI:

IF:

· Load forecast is reasonable AND “Adj. Max Capacity Room” shows insufficient capacity;

THEN:

· Verify that HRUC has identified the insufficient capacity situation. 

	2
	IF:

· HRUC has not identified the insufficient capacity;

THEN:

· Have RUC Operator verify that HRUC is using a reasonable forecast AND update if necessary,

· Ensure Resource commitments are being made, if needed. 

	3
	Triggers to deploy Non-Spin
MONITOR:

The Generation Area Status Page and the OpsMon Dashboard
IF:

· Avail_CAP_30Min < 0; 

THEN:

· Verify that the Resource Desk Operator has deployed half of available Non-Spin.
IF:

· Avail_CAP_30Min < -300, OR

· PRC is < 2500 MW; 

THEN:

· Verify that the Resource Operator has deployed all of available Non-Spin,

IF:

· Additional capacity is required, 

THEN:
· Verify the RUC Operator is aware of the requirement to commit additional Resources for the next hour.

	4
	During periods of low load and excess generation:

PERIODICALLY REVIEW:
· OpsMon Dashboard Viewer under the MOS_Dev folder:

· “Last Approved HRUC Capacity” which is based on the last ran HRUC solution

IF:

· Load forecast is reasonable AND the decision needs to be made in the near future,

THEN:

· Decommit generation from the HRUC next study,

· Priority should be on Resources that resolve congestion;

IF:

· The decision needs to be made immediately,

THEN:

· Request RUC Operator to issue electronic Dispatch Instruction confirmation.


4.
Resource Testing and In-Service Approvals

4.1
Resource Testing and In-Service Approvals

Procedure Purpose: This procedure provides direction and guidelines for conducting various required testing and approval processes for resources and transmission elements. This procedure does not include testing for the Net Dependable Capacity (NDC) on wind generation.
	Protocol Reference
	3.3.1
	6.5.7.8(1)(a)
	8.5.1.1
	8.5.1.2

	Guide Reference
	3.3.2.3
	
	
	

	NERC Standard
	
	
	
	


	Version:  1
	Revision: 10
	Effective Date:  June 30, 2016  

	
	
	
	

	Step
	Action

	Unit Testing

	NOTE
	QSEs will submit test requests to shiftsupv@ercot.com.  If e-mail is down, a fax will be accepted at (512) 248-6858. Test request forms are located on the ERCOT website under ‘Operating Procedures’.

	1
	As requests for unit tests are received, make every reasonable effort to accommodate testing.

Reasons for not accommodating testing:

· Unit has best shift factor to manage congestion for an outage.  Without unit, contingency may reach max shadow price and become unsolvable,

· The request exceeds 7 days,

· A pattern of repeated requests for the same unit(s) indicate that abuse of the testing privilege may be taking place.  If any request is refused for this reason, notify the Manager, System Operations and/or Designee.

	CAUTION
	If deployment of the testing unit is necessary to maintain system security, instruct the test be canceled and deploy as needed. 

	OK to Test
	If the testing can be accommodated, RESPOND via e-mail or fax to the requesting party similar to the following:
“ERCOT approves.
ERCOT intends to make system adjustments to accommodate this testing to the extent possible consistent with system security.

This intent is NOT a guarantee of accommodation”.

___________________     

     (Shift Supervisor)                

	Not OK 
to Test
	IF the request cannot be accommodated, RESPOND via e-mail or fax to the requesting party similar to the following:
“ERCOT cannot accommodate the request for the following reason(s) :     <List reasons>”.
__________________    

     (Shift Supervisor)            

	Approved Resources to be ONTEST

	Approval


	· As Resource tests are approved, update “Approved Unit Tests” spreadsheet located on the System Operations SharePoint.

· All operators will be able to view the list to determine which resources are approved to be ONTEST. 

	Turbine Governor 

	1
	· At all times an All-Inclusive Generation Resource is on-line, its turbine governor must remain in service and be allowed to respond to all changes in system frequency. 

·  When the governor of a Generation Resource is blocked while the Resource is operating, the QSE shall promptly inform ERCOT.

· An All-Inclusive Generation Resource may not reduce governor response during abnormal conditions without ERCOT’s consent unless equipment damage is imminent.

· Each Generation Entity shall conduct applicable generating governor speed regulation tests on each of its Generation Resources.

	In Service Approval (or Approval to Energize)

	1
	IF:
· A Market Participant makes a request to energize new or relocated equipment;

THEN:
· Review notification provided by Operations Support Engineering,

· Approve the request if notification has been provided;

IF:

· The equipment has not been approved by Operations Support Engineering,

 THEN: 

· Delay the request and notify Operations Support Engineer.

	Ancillary Service Testing Coordination

	1
	Ancillary Service Qualification Testing will be done in coordination with Operations Analysis and EMMS Production Support.
IF:
· A QSE requests an Ancillary Service Qualification Test;

VERIFY:
· A Wholesale Account Manager is in the notification or instruct the QSE representative to notify their Wholesale Account Manager to start the process.

	2
	The coordination of the testing times will be between System Operations, Operations Analysis and EMMS Production Support. 

When contacted by Operations Analysis: 

· Wholesale Account Manager will notify QSE of scheduled test,

· Ensure reliable conditions exist at all times.

	Log
	Log all actions.

	Coordinated Reactive Tests

	NOTE
	The Resource Entity requesting to perform a Coordinated Test will provide ERCOT Operations and the TO with notice of the proposed test date before 1500 on the day prior to the day of the test.   Requests shall be made between 0800 and 1700 on Business Days. Upon receipt of a request for test, ERCOT Operations and the TO will evaluate the expected conditions and determine whether ERCOT System conditions are conducive to a valid test can be created through coordinated network switching, modification of the generation reactive dispatch of nearby Generation Resources, or by some other means.  Having established that suitable ERCOT System conditions exist or can be created, ERCOT Operations, and the TO shall confirm with the Resource Entity and the QSE the agreed upon test time and date or a rejection of the test time and date before 1700 on the day prior to the day of the test.

	1
	Coordinated Reactive Tests will be done in coordination with System Operations, Operations Analysis, the Transmission Operator (TO), and the Qualified Scheduling Entity (QSE).  

WHEN:

· A QSE makes a request for a Coordinate Reactive Test;

VERIFY:

· Date/Time of Testing

· MVAR Leading and/or Lagging expected during the test

· CURL/D-Curve is attached
· Estimated MW output 
If all information is included in the test request, proceed to step 2.  If not, reply to e-mail from QSE and request the missing information.



	2
	The coordination of the testing times will be between System Operations, Operations Analysis and the Transmission Operator (TO). 

WHEN: 
· All information above is received;

 VERIFY:
· TO has approved the test,

· TO can approve verbally on a recorded line or by email
Once the TO has approved and all information is accurate, approve the QSE test request.  Include for following in the approval: 

· Operations Analysis
· Shift Supervisors

	OK to Test
	If the testing can be accommodated, RESPOND via e-mail to the requesting party similar to the following:
“ERCOT recognizes the need of <Company Name> to perform a Coordinated Reactive test with its unit <name> on <date and time>.
ERCOT intends to make system adjustments to accommodate this testing to the extent possible consistent with system security.

[TO] concurs with the test as long as real-time conditions allow for it.
This will require the Generator Operator to contact the local transmission company prior to test initiation.
This intent is NOT a guarantee of accommodation”.

___________________     

     (Shift Supervisor)                

	Not OK 
to Test
	If the request cannot be accommodated, RESPOND via e-mail to the requesting party similar to the following:
“ERCOT cannot accommodate the request of <Company Name>for a unit test on <date and time> for the following reason(s) :     <List reasons>”.
__________________    

     (Shift Supervisor)

	Approval
	· As Resource tests are approved, update “Approved Unit Tests” spreadsheet located on the System Operations SharePoint.

· All operators will be able to view the list to determine which resources are approved to be ONTEST.

	Log
	Log all actions.


5.3
Notification of Protective Relay or Equipment Failures and Updates

Procedure Purpose:  Be aware and respond if needed to protective relay system failures when notified by a QSE or TO.
	Protocol Reference
	
	
	
	

	Guide Reference
	6.2.3
	6.2.4
	
	

	NERC Standard
	PRC-001-1

R2, R2.2
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	Step
	Action

	Protective Relay or Equipment Failure

	NERC
	“If a protective relay or equipment failure reduces system reliability, the Transmission Operator shall notify its Reliability Coordinator and affected Transmission Operators and Balancing Authorities.  The Transmission Operator shall take corrective action as soon as possible.”

	NOTE
	Protective relay systems include: relays, associated communications systems, voltage and current sensing devices, station batteries, and DC control circuitry

	1
	When notified by a QSE or TO that a protective relay or equipment failure reduces system reliability:

· Ask the QSE or TO how it reduces ERCOT Grid system reliability and if any corrective actions have been taken,

· Ask the QSE or TO if notifications have been made to any other affected TOs,

· Notify the Operations Support Engineer to verify that system reliability has been affected.  If so, a corrective action must be taken within 30 minutes,

· Determine if other TOs are affected by this failure and make notification by phone.

	2
	· After notification from a TO or QSE, NOTIFY by e-mail:

· OPS Support Engineering 
· Operations Analysis

· TransRep

· Shift Supervisors

The subject line of the e-mail should read “Protective Relay”, “Equipment Failure”, or “Equipment Updates”.

Include in the e-mail:

· Entity Name

· Brief description

· Contact information

· Any significant information

	3
	If a TO or QSE e-mails a – “Mis-Operation Relay report that has occurred in the past, forward to the above identified e-mail address.

	4
	Log all actions.

	Protective Relay Outages

	NOTE
	Protective relay maintenance that ERCOT ISO has been made aware of can be found on the Outage Calendar located on the System Operations SharePoint.

	Planned

Outage
	IF:
· Notified that a relay is going to be removed from service (Planned);
THEN:
· Verify information is on the Outage Calendar located on the System Operations SharePoint Site;

IF:
· Notification is posted;
THEN:
· Notify the Market Participant they can proceed with work;

IF:
· Notification is NOT posted;
THEN:
· The relay can’t be removed from service unless there are secondary/back up relays that will be functional and no system degradation will occur;

	Forced

Outage
	IF:
· Notified that a primary relay has been removed from service (forced);
THEN:
· Ask if the secondary/back up relay is functional;

IF:
· There is no secondary/back up relay;
THEN:
· The equipment will need to be removed from service since it is no longer protected.

	Log
	Log all actions.

	Protection System Setting Notifications

	
	WHEN:

· Protection system setting notifications are received

FORWARD TO:

· OPS Support Engineering 
· Operations Analysis
· TransRep
· Shift Supervisors


7.2
EEA Implementation Checklist

shift Supervisor – EEA IMPLEMENTATION Check List
	Time
	Action
	Comment

	
	Administrative tasks applicable to each step:
	

	
	· Hotline calls made
	

	
	· NXT System activated
	

	
	· MIS message posted
	

	
	· SPP RC Notified
	

	
	· RCIS Posting
	

	
	· PUCT Report updated
	

	
	· Ensure 3-part communication is used
	

	
	EEA  Level 1 Implementation 
	PRC <2300 MW and is not projected to be recovered above 2300 MW within 30 minutes without the use of EEA Level 1

	
	· Non-Spin deployed
	

	
	· 30 MIN ERS deployed, if deploying in Level 1.  This includes Weather-Sensitive if June – September and business hours 2 & 3
	

	
	· Resource testing suspended
	

	
	· Online RMRs loaded to full output
	

	
	· Emergency Energy procedures implemented across CFE DC-Ties
	

	
	· EEA 1 Schedule requested across SPP DC-Ties
	

	
	· RUC VDI/electronic Dispatch Instruction confirmation, as appropriate/including EMR 
	

	
	· TOs load management program deployed if deemed necessary if June - September
	

	
	· OE-417 for public appeals
	

	
	EEA  Level 2 Implementation
Maintain steady state system frequency at a minimum of 59.91 Hz and maintain PRC above 1000 MW 
	PRC <1750MW or unable to maintain system frequency at a minimum of 59.91 Hz and is not projected to be recovered above 1750 MW within 30 minutes without the use of EEA Level 2

	
	· Load Resources deployed and/or ERS Resources

· Block 1 (<1750MW)

· Block 2 (as needed)

· Both (<1375MW)
	

	
	· 30 MIN ERS deployed, if not deployed in Level 1.  This includes Weather-Sensitive if June – September and business hours 2 & 3
	

	
	· 10 MIN ERS deployed, if deemed necessary
	

	
	· TOs load management program deployed if available
	

	
	· Emergency Energy Procedures implemented across SPP DC-Ties
	

	
	· TOs notified of Load Resource deployment
	

	
	· Distribution voltage reduction, as appropriate
	

	
	· RUC VDI/electronic Dispatch Instruction confirmation, as appropriate/including EMR
	

	
	EEA  Level 3 Implemention
	PRC < 1000 MW or unable to maintain Freq at 59.8 Hz and is not projected to be recovered above 1000 MW within 30 minutes without the use of EEA Level 3.

	
	· Firm Load shed ordered (100 MW blocks)
	

	
	· QSEs notified of Firm Load shed
	

	
	· Load shed achieved
	


7.3
EEA Restoration Checklist

Shift Supervisor – EEA Restoration Check List
	IMPORTANT: If the EEA event coincides with a severe weather event that resulted in the loss of residential load as well as the ERCOT instructed shedding of firm load, COORDINATE load restoration with the appropriate Transmission Operator to insure lost residential load is given priority over the shed load.

	Time
	Action
	Comment

	
	Administrative tasks applicable to each step:
	

	
	· Hotline calls made
	

	
	· NXT System activated
	

	
	· MIS message updated
	

	
	· SPP RC Notified
	

	
	· RCIS Posted
	

	
	RESTORE FIRM LOAD 
	Sufficient Regulation exist to control to 60 Hz & PRC – Reg Up Resp. is  >1375 MW

	
	· Firm load restoration instructed
	

	
	· QSEs notified of Firm load restoration
	

	
	· Load shed recall achieved
	

	
	EEA LEVEL 3 TO EEA LEVEL 2 
	Sufficient Regulation exist to control to 60 Hz & PRC  >1375 MW while Load Resources are being recalled

	
	· Begin recalling Load Resources 
	

	
	· TOs notified of Load Resources
	

	
	· May begin recalling 30/10 MIN ERS Resources
	

	
	· TOs notified of Load Resource and ERS Resources recall
	

	
	EEA  Level 2 TO EEA LEVEL 1 
	PRC > 1750 MW & all Load Resources and ERS have been instructed to be restored

	
	· ERS Resources recalled if not already done
	

	
	· Distribution voltage reductions measures recalled
	

	
	· TOs notified of ERS Resources recall
	

	
	· TOs load management program recalled
	

	
	EEA  Level 1 TO EEA 0 
	PRC > 2300 MW & all Load Resources and ERS have been instructed to  be restored

	
	· End emergency energy across DC Ties
	

	
	· Release any RUC committed Resources
	

	
	· See administrative tasks
	


8.2
Dispatch Instruction Disputes

Procedure Purpose: The Shift Supervisor applies this procedure for resolving dispatch instruction disputes when the system operator and the participant fail to resolve the issue raised by the participant.
	Protocol Reference
	6.5.7.8
	6.5.7.9
	
	

	Guide Reference
	
	
	
	

	NERC Standard
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	Step
	Action

	NOTE
	· Each TO and QSE shall comply fully and promptly with Dispatch Instructions, unless in the sole and reasonable judgment of the TO or QSE, such compliance would create an undue threat to safety, undue risk of bodily harm or undue damage to equipment’s, or the Dispatch Instruction is otherwise not in compliance with the Protocols.
· An Intermittent Renewable Resource (IRR) must comply with Dispatch Instructions requiring it to reduce output two MW or more below the Resource’s latest HSL.

	1
	IF:

· A Resource has inadequately responded to a Dispatch Instruction,
THEN:

· Notify the QSE representing the Resource as soon as practicable.

	2
	IF: 

· The dispatch instruction is deemed to be invalid, 
THEN:

· Issue a new Valid Dispatch Instruction. THEN Go to STEP 4.
IF:

· The dispatch instruction is confirmed as a valid dispatch instruction,
THEN:

· Clarify the issue with the participant. 

	3
	IF:

· A participant(s) does not agree with the resolution:
THEN:

· Instruct the participant(s) to contact their ERCOT Wholesale Client Services representative for instructions on filing a formal dispute resolution request.
OTHERWISE, Go to next step

	4
	WHEN:

· The dispatch instruction dispute is resolved
THEN:

· Inform all participants involved in the dispute of the resolution of the dispute

	5
	RECORD the following information:

· Summary of communications with the participant
· Agreements reached
· Understood disagreements and,
· Reasons for proposed actions

	Log
	Log all actions.


8.6
Root Cause Analysis

Procedure Purpose:  To investigate and recommend corrective action on procedure violations.
	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
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	Step
	Action

	NOTE
	The following events will trigger an investigation:

· Possible violation of DCS Criteria
· Frequency deviation of  +/- .05 from scheduled frequency for greater than 30 minutes
· High frequency events greater than 60.175 Hz.
· Incorrect procurement/deployment of NSRS
· Operating actions outside of the ERCOT Protocols, Guides, Operating Procedures or NERC Reliability Standards
· Over constraining
· A constraint that remains active with no corresponding congestion
The Manager, System Operations and/or Designee may direct the investigation of other events not listed above.

	NOTE
	The “rule of thumb” is to ask why until the most basic cause of the problem is revealed.

	1
	When an event occurs, notify the Manager, System Operations and/or Designee via e-mail that an investigation has been initiated.  Include the event, time, duration, and a summary of what occurred.

	2
	Preserve all data relevant to the event:

· EMMS data
· Operational logs
· Applicable graphs and charts

	3
	Evaluate the following conditions:

· Resources 
· Software performance
· Man – Machine interface 
· Procedures
· Management instructions
· Training
· Computer (hardware) performance
· External Distracters
· Control Room conditions
· Market conditions
· System conditions
· Human Performance 
· QSE input and communication
· TO input and communication
· ERCOT internal support and communication
· Shift communication and team work

	4
	A preliminary report is due within three days.  The report should include: 

· A summary
· The chain of events and/or decisions that produced the outcome
· The most basic root cause
· Recommended steps to prevent future events from occurring.

	5
	Forward the report and related information to the Manager, System Operations and/or Designee; keep one for the later discussion.

	6
	The Manager, System Operations and/or Designee will review the report with the appropriate ERCOT staff and Shift Supervisor to identify the cause and recommend corrective action.


10.2

EMMS and Interface System Failures

Procedure Purpose: Provide guidance to the Shift Supervisor for coordinating with the ERCOT IT Help Desk if critical functions or systems fail such that system operators and/or participants are precluded from performing and complying with their obligations and therefore jeopardizing the security of the system.
	Protocol Reference
	
	
	
	

	Guide Reference
	7.3.3(4)
	
	
	

	NERC Standard
	IRO-002-2

R8
	TOP-003-1

R3
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	Step
	Action

	1
	If any Control Room computer systems (ICCP, Web Portal, MIS, or API) events, failures, or incidents that affect normal operations occur,

· DETERMINE criticality and impact to the reliability to the grid,
· CONTACT the ERCOT Help Desk immediately from the Supervisor Help Desk button on the Turret Phone or extension 6804.
If necessary, contact the on-call IT person first then contact the Help Desk.

	NOTE
	For a complete EMMS failure, see Real-Time Procedure Section 3.1 Frequency Control Operating Procedure and 3.3 System Failures.

	2
	IF:
· Any of the aforementioned systems fail and are effecting ERCOT systems or multiple Market Participants and will be unavailable for longer than 15 minutes;

THEN:

· Notify market participants of the problem and expected duration via Hotline,

· Request additional assistance from other support staff.

	3
	When the problem is resolved, Notify all participants via Hotline of the problem resolution.

	4
	RECORD the following information:

· Date
· Time of event
· Description of system alarms, events, failures, or incident
· Actions taken and resolution
· Time of system or function restoration

	Log
	Log all actions.

	Data and/or Voice Communication Failures

	1
	Notify the Help Desk of the loss and REQUEST assistance to re-establish voice and/or data communications.

· Telecommunications group will be responsible for voice communications.
· EMMS Production group will be responsible for data communications  

	2
	Use back-up communications if needed such as the Control Room cell phone, Standalone Satellite phone or the PBX Bypass phones to maintain communications with the other control room, TOs, QSEs, SPP and any other entities as needed.  The list of phone numbers is located in the Phone Book at Shift Supervisor’s Desk and also programmed into the cell phone.

	3
	IF:

· The criticality and impact of events or failures is such that Market Participants are, or will be affected before the problem can be resolved, 

THEN:

· Instruct ERCOT System Operator to NOTIFY the other ERCOT Control Room and all market participants via Hotline of the problem and expected duration.  If Hotline is unavailable utilize any of the following methods: 
· Control Room cell phone, PBX Bypass phones, or Standalone Satellite phone.
· REQUEST additional assistance from other support staff, as needed.  

	NOTE
	Steps 4 & 5 may be performed in any order.

	4
	RECORD the following:

· Date
· Time of event
· Description of events, failures, or incident
· Actions taken and resolution
· Time of system or function restoration

	5
	When the problem is resolved, NOTIFY all participants via Hotline of the problem resolution.

	Log
	Log all actions.

	Dynamic Rating, SCED Status, EMBP, SE, RTCA or RLC Alarms 

	NOTE
	· Normal status for the Dynamic Rating, SCED Status, EMBP, SE, RTCA and RLC Status is indicated by each status box constant green on the “ERCOT & QSE Summary Page” in the PI system.
· Failure of the PI server is indicated by abnormal status of Dynamic Rating, SE and RLC, accompanied by the PI system “flat-lining”
· Dynamic Rating, SE and RLC status boxes flashing red AND PI flat-lining may indicate failure of the EMS.

	Monitor
	PERFORM the following as applicable to the indicated conditions:

· IF only the Dynamic Ratings status box is flashing red, CONTACT the ERCOT Help Desk
· TELL them the Dynamic Rating Alarm status in Processbook is flashing red and the dynamic ratings are not being sent to the SCADA in the EMS. 
· REQUEST they notify the on-call EMMS Production person of the situation. 
· IF only the RLC status box is flashing yellow/red, CONTACT the ERCOT Help Desk
· TELL them the RLC Alarm status in Processbook is not green 

· Greater than 5 minutes but less than 10 minutes turns - Yellow

· Greater than 10 minutes turns - Red

· Instruct them to notify the on-call EMMS Production person of the situation.
· IF only the SCED Status box is flashing red,
· Follow the Managing SCED Failures in the Real Time Desk Procedure.
· If SCED failure can’t be resolved CONTACT the ERCOT Help Desk and instruct them to notify the on-call EMMS Production person of the situation. 

· IF only the EMBP box is flashing red, 
· Determine the reason Emergency Base Point are being issued,

· Remove the Emergency Base Point flag when condition allow,

· If EMBP can’t be resolved CONTACT the ERCOT Help Desk and instruct them to notify the on-call EMMS Production person of the situation.
· IF only the SE status box is flashing red, CONTACT the Operations Support Engineer

· TELL them the SE Alarm status in Processbook is flashing red
· IF only the RTCA status box is flashing yellow or red, CONTACT the Operations Support Engineer

· RTCA executes every 5 minutes, if RTCA doesn’t complete within the desired threshold the display changes colors

· Greater than 7 minutes but less than 10 minutes turns - Yellow

· Greater than 10 minutes turns - Red
· TELL them the RTCA Alarm status in Processbook is flashing yellow/red
· Greater than 15 minutes, inform QSEs for STP and CPSES.

	Building Security and Fire Alarms

	NOTE
	The Shift Supervisor or designee will ensure staff members adhere to emergency evacuation procedures and evacuate all team members from the Control Room if an emergency evacuation is required.

	1
	IF:

· Building security or fire alarm sounds,
THEN:

· Contact Security’s Emergency Number if Security has not already made communications with the Control Room.

	2
	IF:

· Control Room personnel are in danger or ordered to be evacuated,

THEN:

· Transfer control of the Grid to the Alternate Control Center (see “Loss of Primary Control Center Functionality” procedure Section 4.6 in the DC Tie Desk Procedure),
· Request additional assistance from other support staff,
· Evacuate the Control Room to a safe area for Zone #1,
· Report to the Alternate Control Center if necessary.

	3
	Notify the Manager, System Operations and/or Designee as soon as practical.

	Failure of the Emergency Generator 

	1
	If the Facilities emergency generator fails to start, you will be notified by the Facilities Staff.

	2
	If the Facilities Staff or the Shift Supervisor determines that it will be more than 20 minutes before the emergency generator can be started, the Shift Supervisor may consider initiating the “Loss of Primary Control Center Functionality” procedure.

	3
	The Shift Supervisor or his/her delegated representative should notify the Manager, System Operations and/or Designee that the controls have been transferred to the other control center.

	4
	REQUEST additional assistance from other support staff as needed.

	NOTE
	See Desktop Guide Shift Supervisor Section 2.1.

	Telemetering, Control Equipment and Communication Outages

	NOTE
	Telemetering, Control Equipment and Communication outages that ERCOT ISO has been made aware of can be found on the Outage Calendar located on the System Operations SharePoint.

	Planned

Outage
	IF:
· Notified that an outage will occur (Planned) by prior email;
THEN:
· Verify information is on the Outage Calendar located on the System Operations SharePoint Site for coordination;

IF:
· The outage(s) cause State Estimator or Contingency Analysis solution issues;
NOTIFY:
· Shift Engineer as manual updates may be needed to correct any reliability issue;

	Forced

Outage
	IF:
· Notified that Telemetry, Control Equipment and Communication has been removed from service (forced);
THEN:
· Ask if the secondary/back up redundancy is available and functional;

IF:
· There is no redundancy available and functional;
NOTIFY:

· Shift Engineer as manual updates may be needed to correct issues with the State Estimator or Contingency Analysis solution.

	Log
	Log all actions.
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