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1. Introduction

1.1
Purpose

These procedures provide the System Operator assigned to the Real Time Desk with detailed Procedures required for performing the duties of that position.  The Real Time Desk ensures that Frequency within the ERCOT System remains within the tolerances specified by the Protocols and NERC, for the current Operating Day. The Real-Time Desk Operator will also respond to weather and load forecast errors. 
The Real-Time Desk monitors the Security Constrained Economic Dispatch (SCED) application.  This process involves ensuring that the SCED solution has solved and is reasonable.  The Operator will also ensure Generation is dispatched to match system load in the event that the SCED system application has failed or SCED results are unable to maintain adequate Regulation or System Frequency.
The Real-Time Operator will also make Market Notifications regarding significant weather events.
1.2
Scope 


The instructions contained in these procedures are limited to those required for the Real-Time Desk.  Instructions for other ERCOT Control Room Positions are contained in separate procedures, one for each position.  These Procedures do not imply that the duties contained herein are the only duties to be performed by this position.  The individual assigned to this position will be required to follow any other instructions and perform any other duties required or requested by appropriate ERCOT Supervision.  Although the steps within the procedures are numbered, the numbering is for indexing purposes and are not sequential in nature.  The system operator will determine the sequence of steps, exclude steps, or take any additional actions required to ensure system security based on the information and situational awareness available during both normal and emergency conditions. 
1.3
Roles/Responsibilities

ERCOT System Operator, Real-Time Desk

The ERCOT System Operator – Real-Time Desk position represents the following NERC functional entities collectively for the ERCOT ISO at any time:

· Reliability Coordinator
· Balancing Authority

· Transmission Operator

· Interchange Coordinator
This representation includes the responsibility and clear decision making authority during normal and emergency conditions to direct and implement real-time actions to ensure the stable and reliable operation of the ERCOT Electric Grid.  These actions shall include shedding of firm load without obtaining approval from higher-level personnel.
2.  General 

2.1
System Operator Responsibility and Authority
Procedure Purpose:  To ensure the System Operators know their roles, responsibility and authority.
	Protocol Reference
	6.5.11
	6.5.1.2(3)
	6.5.2
	

	Guide Reference
	4.5.2(1)
	
	
	

	NERC Standard
	EOP-002-3.1

R1
	IRO-001-1.1 R3
	PER-001-0.2
R1
	TOP-001-1a
R1


	Version: 1 
	Revision: 2
	Effective Date: May 1, 2012


English shall be used as the language for all communications between and among Operating Personnel responsible for the Real-Time Generation control and operation of the interconnected Bulk Electric System.  

The System Operator (SO) shall, in accordance with NERC Reliability Standards, have clear decision-making authority to act and to direct actions to be taken by Transmission Operators, Balancing Authorities, Generator Operators, Transmission Service Providers, Load-Serving Entities, and Purchasing-Selling Entities within its Reliability Coordination Area to preserve the integrity and reliability of the Bulk Electric System during both normal and emergency conditions.  These actions shall be taken without delay, but not longer than 30 minutes which may include the shedding of firm load without obtaining approval from higher-level personnel.  The ERCOT System Operator represents the following NERC functional entities collectively for the ERCOT ISO at any time:

· Reliability Coordinator
· Balancing Authority
· Transmission Operator
· Interchange Coordinator
The SO on duty is, in accordance with the ERCOT Protocols, Operating Guides, and NERC Reliability Standards, and acting as the Balancing Authority, Transmission Operator, Regional Reliability Coordinator, and Interchange Coordinator shall request and receive information required to continually monitor the operating conditions and request that individual Market Participants (MPs) make changes, which will assure the Security and Reliability of the ERCOT System.

The SO issues Dispatch Instructions for the Real-Time Operation of Transmission Facilities to a TO, and to a QSE for the Real-Time Operation of a Resource. 

The SO shall, on an ERCOT-wide basis, coordinate the ERCOT System Restoration (Black Start) Plan.  The SO shall implement the Black Start Plan and shall direct the reconnection efforts of the islands, established by restoration activities.  The SO shall coordinate the mutual assistance activities of the ERCOT Participants during system restoration activities.

The SO shall consider all equipment operating limits when issuing Dispatch Instructions except as stated in Protocol Section 6.5.9, Emergency Operations, if a Dispatch Instruction conflicts with a restriction that may be placed on equipment from time to time by a TO, or a Generation Resource’s QSE to protect the integrity of equipment, ERCOT shall honor the restriction.
The SO performs security analyses on a Day Ahead and Real-Time basis and ensure that all Forced Outages are entered into the Outage Scheduler. The SO shall obtain or arrange to provide Emergency Energy over the DC Tie(s) on behalf of ERCOT.

The SO shall issue appropriate OCN’s, Advisories, Watches, and Emergency Notices, and coordinate the reduction or cancellation of clearances, re-dispatch of generation, and request, order, or take other action(s) that the SO determines necessary to maintain safe and reliable operating conditions on the ERCOT System in accordance with ERCOT Protocols, Operating Guides, and NERC Reliability Standards.  The SO will implement and terminate ERCOT Time Corrections, and will determine the need for and implement the operation of a Qualified Scheduling Entity (QSE) on Constant Frequency Control for loss of ERCOT’s Load Frequency Control System.

As the Reliability Coordinator, ERCOT ISO shall comply with its Regional Reliability Plan which has been approved by the NERC Operating Committee.

The SPP DC-Tie processes, procedures, or plans that support or affect SPP shall be reviewed at least once every 3 years and updated if needed.  These would include any DC-Tie procedures, inadvertent energy procedures, and emergency procedures.

2.2
Communication
Procedure Purpose:  To ensure that three part communication is used for all directives and ensuring all QSEs receive Hotline calls.
	Protocol Reference
	6.5.7.8(4)
	6.5.7.8(6)
	6.5.7.8(10)
	

	Guide Reference
	
	
	
	

	NERC Standard
	COM-002-2
R2
	
	
	


	Version: 1 
	Revision: 2
	Effective Date:  June 1, 2014


	Step
	Action

	Three-Part Communication

	NERC
	Each Reliability Coordinator, Transmission Operator, and Balancing Authority shall issue directives in a clear, concise, and definitive manner, shall ensure the recipient of the directive repeats the information back correctly; and shall acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	NOTE
	A directive is an authoritative instruction or direction; specific order.

	1
	ERCOT ISO is the Reliability Coordinator, Transmission Operator, and Balancing Authority.

When issuing a directive you shall use three-part communication:

· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement

Failing to do any of the three parts is a NERC Reliability Standard Violation.

	2
	Many scripts have been placed throughout these procedures as a reminder of three-part communication.  However, a script cannot be provided for every scenario.  Effective three-part communication skills are mandatory.

	Hotline Call Communication

	1
	When making Hotline calls, verify that every QSE has answered.

IF:

· Not every QSE answered the Hotline;

THEN:

· Contact them using their OPX line or LD line to provide them with the message

· Inquire why they were not on the Hotline call

· Open a Help ticket if ERCOT’s Telecommunications department is needed to investigate.

	LOG
	Log all actions.

	VDIs to Master QSEs

	1
	Direct VDIs to the Master QSE of a Generation Resource that has been split to function as two or more Split Generation Resources as deemed necessary by ERCOT to effectuate actions for the total Generation Resource for instances when electronic Dispatch Instructions are not feasible.


2.3
Responding to Weather and Load Forecast Errors

Procedure Purpose:  Make corrections to errors in the weather forecast data (in EMS) and/or load forecast as needed to contribute to Reliable System Performance.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 1
	Effective Date:  December 15, 2014


	Step
	Action

	Weather

Forecast
	IF:

· The weather forecast seems invalid;
THEN:

· Notify the ERCOT Meteorologist,
· E-mail the information to:

· 1 ERCOT EMMS Production

· Load Forecasting & Analysis 
· 1 ERCOT Shift Supervisors  

	Load

Forecast
	IF:

· Adjustments need to be made to the load forecast or the forecast has not updated in 75 minutes or more;
THEN:

· Notify  a Load Forecast Analyst for adjustments or EMMS Production for forecast not updating
· E-mail the information to: 
· 1 ERCOT EMMS Production

· Load Forecasting & Analysis 
· 1 ERCOT Shift Supervisors 
Reference Display:

            Load Forecast Study Results and History.


2.4
Load Forecast Errors affecting the Resource Limit Calculator

Procedure Purpose: Make changes between Short Term Load Forecast (STLF) and Mid Term Load Forecast (MTLF) for proper calculation and deployment of Generation To Be Dispatched (GTBD). The selection of a correct load forecast is needed to contribute to Reliable System Performance.
	Protocol Reference 
	
	
	
	

	Guide Reference 
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 3
	Effective Date:  December 15, 2014


	Step
	Action

	NOTE
	The Load Forecast factor from STLF and MTLF is calculated every 3rd and 8th minute. This procedure outlines steps to select the MTLF from default STLF in Resource Limit Calculator (RLC) for GTBD calculation in the event there may be an error.

	Review
	Periodically review the Short Term Load Forecast (STLF) to verify its accuracy.

	STLF Issues
	IF:

· The Operator determines the STLF is not performing reasonably or there has been a telemetry spike causing STLF to spike up/down,
THEN:

· Check the box “Using MTLF in GTBD Calculation” in the parameter text box in RLC display. 
REVIEW REFERENCE DISPLAY:

·  EMP Applications>Resource Limit Calculator>Parm 

	Notify
	Call the Load Forecast Analyst supporting the LF application and notify them of the STLF issue and REQUEST immediate support to resolve the issue.

	Send

E-mail
	Notify by e-mail the following distribution lists of the issue:

· 1 ERCOT EMMS Production

· Load Forecasting & Analysis 
· Operations Analysis
· 1 ERCOT Shift Supervisors

	STLF Resolved
	WHEN:

· STLF is normal and telemetry spike issues have been resolved, 
THEN:

· Uncheck the box “Using MTLF in GTBD Calculation” in the parameter text box in RLC display. This will make STLF default forecast for calculating GTBD again,
VERIFY:

· The duration of bad-telemetry or spike has been over-written with good data otherwise this will affect the STLF in the future.
REVIEW REFERENCE DISPLAY:

· EMP Applications>Load Forecast>Related Display>Short-Term Forecast (STLF)>Short-Term LF Forecast - Chart

	Log
	Log all actions.


2.5
Alarm Processing and Acknowledgment


Procedure Purpose: To monitor and acknowledge system alarms.
	Protocol Reference 
	3.10.7.5.1(5)
	
	
	

	Guide Reference 
	
	
	
	

	NERC Standard
	IRO-002-2
R4
	TOP-006-2

R5
	
	


	Version: 1 
	Revision: 4
	Effective Date:  March 1, 2013


	Step
	Action

	NOTE
	The Alarm Displays for ERCOT are primarily used to show changes in equipment status.

The alarms are categorized based on alarm criticality and prioritization on the Alarm Summary Display:

	Categories
	Tab 1: 345 KV Transmission Equipment Status

Tab 2: 138 KV Transmission Equipment Status

Tab 3: Generator Breaker, AVR, CAPS, REACTOR and SPS Status

Tab 4: RLC alerts

Tab 5: Transmission Line Overloads - Voltage Violations - Critical Alarms

Tab 6: QKNET alarms

Tab 7: ICCP status 

Tab 8: All other alarms

	1
	Monitor the Alarm Summary Display pages 3, 6 and 7 as necessary to confirm system reliability status.

	2
	Take appropriate action as System conditions warrant.

	3
	Coordinate with the Transmission Operator to clear the alarms approximately every 24 hours or as needed.


2.6
System Updates

Procedure Purpose: To provide notice to the Market Participants when ERCOT is performing updates to the Energy and Market Management Systems.
	Protocol Reference 
	
	
	
	

	Guide Reference 
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision:  13 
	Effective Date:  December 15, 2014


	Step
	Action

	EMS
Changes
	Approximately 5 - 30 minutes before a database load, local failover, or EMS migration, make the following Hotline call to QSEs:

Typical Hotline Script:
“This is ERCOT operator [first and last name], at [xx:xx], ERCOT will perform a [database load] [local failover] [EMS migration] on its Energy Management System.  During this time, SCED Base Points will reflect accurate dispatch instructions.  In the event ICCP is temporarily suspended, all systems should re-establish automatically within a few minutes.  Any questions”?

	MMS

Changes
	Approximately 5 - 30 minutes before a MMS migration, make the following Hotline call to QSEs:

Typical Hotline Script:
“This is ERCOT operator [first and last name], at [xx:xx], ERCOT will perform a migration on its Market Management System.  We do not expect to miss a SCED run.  Any questions?”

	Site Failover

Posting
	The site failover message is already built in Notice Builder under “EMMS Site Failover”.

	Site

Failover
	Approximately 5 - 30 minutes before site failover, make the following Hotline call to QSEs:

Typical Hotline Script:
“This is ERCOT operator [first and last name], at [xx:xx], ERCOT will perform a site failover of its Energy & Market Management Systems.  During this time, market communications will be unavailable for about 30 minutes, and real-time communications will be unavailable for about 5 minutes.  All systems should re-establish communications automatically.  Any questions?”

	Site

Failover

Complete
	Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. At [XX:XX], the site failover is complete.  Any questions?  Thank you.”

	If EBPs are needed
	IF:

· Site Failover is taking longer than expected and EMS is functional and MMS is not, or
· SCED is not solving with a valid solution and EBPs are needed;
THEN:

· Enter the EBP increment/decrement as needed to control frequency,

· Notify Resource Operator to post a message on MIS Public ,

· Notify Transmission Operator to make Hotline call to TOs, 

· Make the following hotline call to QSEs:

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is issuing a Watch and Emergency Base Points will be issued.  ERCOT will make another hotline call when the site failover is complete.  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Site

Failover

Complete If EBPs were needed
	WHEN:

· SCED is solving with a valid solution;
THEN:
· Remove the Emergency Base Point flag, 

· Initiate Hotline call to cancel the Watch,

· Notify Resource Operator to cancel MIS posting,

· Notify Transmission Operator to cancel the Watch with TOs.

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [XX:XX], the site failover is complete, SCED basepoints are now valid and ERCOT is canceling the Watch.  All QSEs should continue normal operations.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.


2.7
Switching Control Center

Procedure Purpose: To provide notice to the Market Participants when ERCOT is working from the Alternate Control Center.
	Protocol Reference 
	
	
	
	

	Guide Reference 
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 2
	Effective Date:  June 1, 2013


	Step
	Action

	Hotline 
Call
	When transferring operations from primary site to alternate site (and vice versa).  Make the following hotline call to QSEs:

Typical Hotline Script for working from Alternate site:
“This is ERCOT operator [first and last name], at [xx:xx], ERCOT will be working from the alternate control center until further notice, use the OPX numbers for Bastrop.  [QSE], please repeat that back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

Typical Hotline Script for working from Primary site:
“This is ERCOT operator [first and last name], at [xx:xx], ERCOT will be working from the primary control center until further notice, use the OPX numbers for Taylor.  [QSE], please repeat that back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	MIS
Posting
	Typical MIS Posting for working from Alternate site:
ERCOT is working from alternate control center.  
Typical MIS Posting for working from Primary site:
ERCOT is working from primary control center.  


3.0
Monitor and Manage System Security
3.1
Frequency Control Operating Procedure
Procedure Purpose: Frequency should be maintained within +/- 0.03 Hz of schedule in an attempt to maintain CPS1 scores over 100.
	Protocol Reference
	6.5.7.6.1
	6.5.7.6.2.2(7)
	6.5.9.1(1)(b)
	

	Guide Reference
	2.2.4
	2.2.8
	
	

	NERC Standard
	BAL-002-1 R2.4, R6
	BAL-005-0.2b

R8
	BAL-007 (Field Trial)
	EOP-002-3.1

R5, R6.1

	
	NUC-001-1
	
	
	


	Version: 1 
	Revision: 17
	Effective Date:  June 1, 2014


	Step
	Action

	Maintain System Frequency

	Objective
	· Frequency should be maintained within +/- 0.03 Hz of schedule

· Attempt to maintain CPS1 scores over 100

	CPS1 less than 100
	IF:

· Performance drops below 100 for over three consecutive hours;
THEN:

· LOG the event and the possible cause of the poor performance.

	BAAL
	Corrective action shall be taken whenever the clock-minute average ACE is outside its clock-minute average Balancing Authority ACE Limit (BAAL). This is to ensure that the Balancing Authority ACE does not remain outside the BAAL for more than 30 consecutive clock-minutes.  Performance under BAAL will be captured under the following:

BAALHigh – effective when Actual Frequency is greater than 60 Hz.

ERCOT ISO BAALHigh = 60.09 HZ = 629.1 MW

BAALLow – effective when Actual Frequency is less than 60 Hz.

ERCOT ISO BAALLow = 59.91 HZ = -629.1 MW

	Criteria
	Performance under the BAAL criteria for the yearly incentive plan will have the following levels of performance:

· Level 1: Average of the 12 Monthly Maximum Durations not to exceed 25 minutes,
· Level 2: Average of the 12 Monthly Maximum Durations not to exceed 17 minutes,
· Level 3: Average of the 12 Monthly Maximum Durations not to exceed 14 minutes,

· Exceeding the BAAL for 30 consecutive minutes is a NERC Reliability Standard Violation

	Caution
	NEVER (unless directed by EMMS Production or Support Engineer): 

· Change other tuning parameters (including QSE ramp rates, dead bands, thresholds, gains, time constraints)

	Base Point

Deviation
	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Related Displays>Expected Generation and Load Details

Not-Tracking Units tab

IF:

· A QSE has a Resource with a large Base Point deviation (not tracking unit flag), AND
· Their generation is not moving in the proper direction to correct their Base Point Deviation;
THEN:

· Notify the QSE of the issue.

	Frequency Deviations


	IF:

· Frequency deviations are equal to or greater than +/- 0.10 Hz, OR
· Sudden loss of generation greater than 450 MW;
THEN:

· Ensure frequency recovers to pre-disturbance within 15 minutes
· Manually run SCED or use offset as needed.
LOG:

· Log the following information:
· Possible reasons, if known (Base Point deviation, large schedule change, unit trip, etc.)
· If unit trip:
· Time of unit trip,
· Name of unit,
· Approximate net MW on unit,
· Approximate lowest TrueTime frequency (use 3 decimals),
· Amount of RRS deployed (if any), AND
· Approximate ERCOT load.

	Hydro
Generation Operating in Synchronous Condenser Fast Response Mode
	IF:
· Hydro Resources operating in synchronous condenser fast-response mode who provide MW to the System in response to a frequency event without a Responsive Reserve deployment;

THEN:

· QSE will request VDI(s) 

· Choose Resource tab

· Choose requesting QSE for Participant Name 

· Choose Resource name

· Enter MW amount deployed in Current Operating Level

· Choose Other For Resource for Instruction Type

· State Hydro deployed in response to frequency in Other Information

· Initiation Time, and 

· Completion Time

· Confirm with Market Participant electronic VDI received. 
When issuing a VDI or when confirming the receipt of an Electronic VDI ensure the use of three-part communication:
· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement

· A VDI will be needed for each Resource 

IF:

· QSE contacts ERCOT to determine if it is allowed to recall and reset;

THEN:

· ERCOT grants approval to come off-line once the frequency recovers to pre-disturbance level or 60 Hz, whichever is lower, OR

· Request QSE to remain On-line

· May not exceed 30 minutes per deployment for each frequency deviation or event

· Shall not exceed two hours per a 12-hour period in aggregate unless an EEA is declared 

	Response to High Frequency

	BAAL

Sheet
	Located on realtime on ‘prwp056c’/_Operations Official Spreadsheets/BAL 007 ERCOT Interconnection and select Control T simultaneously.

	Monitor
	IF:

· Frequency goes above 60.05 Hz and exceeds 60.05  Hz > 5 minutes AND
· Regulation Down service remains and is deploying;
THEN:

· Manually run SCED
IF:

· Frequency goes above 60.05 Hz, AND
· Out of Down Regulation;
THEN:

· CHECK the GEN-LDL or Cap to decrease BP on the EMS to ensure there is adequate down room,
· Enter manual offset (the offset will continue until removed).
IF:
· There is no generation left for SCED to lower;
THEN:
· Coordinate with the Shift Supervisor and Transmission Operator to select a Resource to decommit,
· Request RUC Operator to issue electronic VDI

	10

MINUTES
	REFERENCE DISPLAY:

EMP Applications>Generation Unit Status>Related Displays>Expected Generation and Load Details>Top Ten button AND
Market Operation>Real-Time Market>SCED Displays>DSI Displays>DSI Data Processes>DSI Generation Requirement Manual Adjustment

IF:

· 10 consecutive minutes of ACE above BAALHigh (60.09 Hz); 
THEN:

· Call QSEs with Resources that have positive Base Point deviations and instruct them to bring their Base Point deviations to zero,
· Verify SCEDs capacity to decrease Base Points GEN-LDL,
· Enter manual offset,
· Manually run SCED (do not run SCED more than once between SCED runs).

	Notify
	If it is recognized that Frequency is or expected to be outside +/- 0.1 Hz for a non-transient event and will not recover within 15 minutes, notify the Nuclear Power Plants QSEs.

	15

Minutes
	IF:
· 15 consecutive minutes of ACE above BAALHigh (60.09 Hz); 
THEN:

· Call QSEs with Resources that have positive Base Point deviations and instruct them to bring their Base Point deviations to zero,
· Verify SCEDs capacity to decrease Base Points GEN-LDL,
· Re-adjust manual offset,
· Manually run SCED,
· Log the event and notify Operations Support Engineer to send an event notification to BAALfieldtrials@ercot.com.
IF:
· There is no generation left for SCED to lower;
THEN:
· Coordinate with the Shift Supervisor and Transmission Operator to select a Resource to decommit,
· Request RUC Operator to issue electronic VDI

	20

Minutes
	IF:
· 20 consecutive minutes of ACE above BAALHigh (60.09 Hz) and Frequency is above 60.10 Hz; 
THEN:

· Call QSEs with Resources that have positive Base Point deviations and instruct them to bring their Base Point deviations to zero,
· Coordinate with Shift Supervisor, Transmission Operator to select an additional Resource to decommit,
· Request RUC Operator to issue electronic VDI

	25

Minutes
	IF:
· 25 consecutive minutes of ACE above BAALHigh (60.09 Hz) and Frequency is above 60.10 Hz; 
THEN:

· Call QSEs with Resources with positive Base Point deviations and instruct them to bring their Base Point deviation to zero,
· Coordinate with Shift Supervisor, Transmission Operator to select an additional Resource to decommit,
· Request RUC Operator to issue electronic VDI

	Stable
	IF:
· A manual offset was used; 
THEN:
· Ensure that it has been removed.

	Log
	Log all actions. 

	Response to Low Frequency 

	BAAL

Sheet
	Located on realtime on ‘prwp056c’/_Operations Official Spreadsheets/BAL 007 ERCOT Interconnection and select Control T simultaneously.

	NOTE
	UFRs will deploy as follows:

· Hydro RRS - 59.80 Hz
· Load Resource providing RRS – 59.70 Hz

	Monitor/ Deploy
	IF:

· Frequency drops below 59.95 Hz, AND
· Regulation Up service remains and is deploying;
THEN:

· Manually run SCED (do not run SCED more than once between SCED runs)
IF:

· Frequency drops below 59.95 Hz, AND
· Out of Up Regulation;
THEN:

· Check the GTBD2[HDL] on the OpsMon SCED GEN ONLINE Dashboard or Cap to increase BP or HDL-Gen on the EMS and enter appropriate manual offset
·  If using OpsMon Dashboard, do not enter an offset > than GTBD2[HDL]
· If using EMS, do not enter an offset > than Cap to increase BP or HDL-Gen
IF:

· Frequency is below 59.95 Hz and out of Up Regulation, AND
· GTBD2[HDL] on the OpsMon SCED GEN ONLINE Dashboard or Cap to increase BP or HDL-Gen on the EMS does not have adequate up room;
THEN:

· Manually deploy Responsive Reserve using the ERCOT Nodal Summary display on the EMS
· Check the box labeled “Activate Manual Responsive Reserve” to activate, 
· Enter the “Desired RRS MW”,
· Select Enter,

· Select Commit.
· QSE’s have one minute to update schedule to free up the capacity, SCED will automatically run after one minute.
· Remember to remove the manual RRS amount when frequency has recovered.

	10

Minutes
	REFERENCE DISPLAY:

EMP Applications>Generation Unit Status>Related Displays>Expected Generation and Load Details>Top Ten button AND

Market Operation>Real-Time Market>SCED Displays>DSI Displays>DSI Data Processes>DSI Generation Requirement Manual Adjustment 
IF:

· 10 consecutive minutes of ACE is less than BAALLow (59.91 Hz);
THEN:

· Call QSEs with Resources with negative Base Point deviations and instruct them to bring their Base Point deviations to zero,
· Confirm Responsive Reserve has been deployed,
· Verify SCEDs capacity to increase Base Points,
· Enter manual offset 
· If room is available
· Manually run SCED
IF:
· There is no generation left for SCED to increase;
THEN:

· Confirm with the Resource Operator that Non-Spin has been deployed,
· Manually deploy Responsive Reserve using the ERCOT Nodal Summary display on the EMS

· Check the box labeled “Activate Manual Responsive Reserve” to activate, 

· Enter the “Desired RRS MW”,

· Select Enter,

· Select Commit.

· QSE’s have one minute to update schedule to free up the capacity, SCED will automatically run after one minute.

· Remember to remove the manual RRS amount when frequency has recovered.

· Notify the Shift Supervisor of the need to possibly commit additional Resources.

	Notify
	If it is recognized that the Frequency is or expected to be outside +/- 0.1 Hz for a non-transient event and will not recover within 15 minutes, notify the Nuclear Power Plants QSEs.

	15

Minutes
	IF:
· 15 consecutive minutes of ACE less than BAALLow (59.91 Hz ); 
THEN:

· Call QSEs with Resources that have negative Base Point deviations and instruct them to bring their Base Point deviations to zero,
· Verify SCEDs capacity to increase Base Points (HDL-GEN),
· Re-adjust manual offset,
·  If room is available
· Manually run SCED,
· Log the event and notify Operations Support Engineer to send notification of the event to BAALfieldtrials@ercot.com.

	20

Minutes
	IF:
· 20 consecutive minutes of ACE less than BAALLow (59.91 Hz);
THEN:

· Call QSEs with Resources that have negative Base Point deviations and instruct them to bring their Base Point deviations to zero,
· Verify SCEDs capacity to increase Base Points (HDL-GEN),
· Re-adjust manual offset,
· If room is available, manually run SCED.

	25

Minutes
	IF:
· 25 consecutive minutes of ACE less than BAALLow (59.91 Hz ); 
THEN:

· Call QSEs with Resources that have negative Base Point deviations and instruct them to bring their Base Point deviations to zero,
· Verify SCEDs capacity to increase Base Points,
· Re-adjusted manual offset,
· Do Not enter an offset > than (HDL-GEN)
· Manually run SCED.

	Stable
	IF:
· RRS was manually deployed; 
THEN:
· Uncheck the Activate Manual Responsive Reserve,
IF:
· An manual offset was used; 
THEN:
· Ensure that it has been removed.

	Log
	Log all actions.

	Monitor Frequency for the Loss of EMS or Site Failover

	
	The ability to view an adequate Frequency source may be limited during a site-failover, database load, or if AGC is temporarily unavailable.  To view the System Frequency during these conditions you may monitor the following sources.

· ERCOT Control Room digital wall frequency displays

· PI ProcessBook → ERCOT → TrueTime Frequency (Taylor) and/or

· PI ProcessBook → ERCOT → TrueTime Frequency (Bastrop)
It may be necessary to reload the PI ProcessBook “ERCOT Main Summary” display to show the historical data.

	Actions When Frequency Telemetry is Incorrect

	
	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Control>Generation Area Status>Current Frequency Deviation from Nominal

IF:

· Frequency is believed to be incorrect;
THEN:

· Check the current Frequency and switch to a different source,
·  Select Skip on the incorrect Frequency device,
· Contact the Help Desk.


3.2
Monitor Large Ramp Events 

Procedure Purpose:  The ERCOT Large Ramp Alert System (ELRAS) is designed to monitor the probability of large wind output ramps in the ERCOT region and provide ERCOT Operators with further situational awareness.
	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 4
	Effective Date:  December 13, 2013


	Step
	Action

	NOTE
	ERCOT Large Ramp Alert System (ELRAS) link:

AWS primary web server site: http://products.meso.com/elras_html
AWS backup web server site: http://products-db.meso.com/elras_html
The potential for a large ramp can be identified using the “Graphical Forecast” page of ELRAS in the Real-Time Viewing Mode.  An example of the page is in figure 1 below.  The “Graphical Forecast” page plots the probability of a ramp rate event starting at a given time during the next 6 hours.  The graphical displays are broken up into three timeframes; 15-minute probabilities, 60-minute probabilities, and 180-minute probabilities, and Up and Down ramp rate events are split up for each time frame.  These displays are interpreted by first looking at a particular interval on a given display.  The value for that interval on that display is characterized as the probability of a given MW change occurring over a specified amount of time starting at the specified interval.  For example, looking again at figure 1, the “Graphical Forecast” is showing a 50% probability of at least a 2,000 MW increase occurring over 180 minutes starting at 18:00.  In other words, between 18:00 and 21:00 there is a 50% chance that the aggregate wind output will increase by at least 2,000 MW.

For the purpose of this procedure, the forecasted ramp rates to be considered significant are those that are indicated in Red; 1,000 MW in 15-minutes, 2,000 MW in 60-minutes, and 4,000 MW in 180-minutes.  In the event that one of these ramp rates is forecasted to have at least a 50% probability of occurring, determine if the system has the ramp rate to keep up with the wind ramp.  
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	Down Ramp Event

	1
	PERIODICALLY REVIEW:
· EMS Applications>Frequency>Frequency Dashboard
· OpsMon Dashboard Viewer under the MOS folder:

· “Monitor Large Ramp Events”

	2
	IF:

· There is a 50% probability of a projected system wide down-ramp of 4,000 MW within the next 180 minutes, OR 

· There is a 50% probability of a projected system wide down-ramp of 2,000 MW within the next 60 minutes;

THEN:

· Refer to the “180 min. HASL(COP) - LF  or 60 min. HASL(COP) - LF” on the 60 to 180 minute OpsMon Dashboard to determine if system ramp rate capability is sufficient, AND
· Make a Hotline call to provide situational awareness about a possible down-ramp event of 2,000 MW or greater within the next 60 minutes or 4,000 MW or greater within the next 180 minutes.

IF:

· System ramp rate is not sufficient;

THEN:

· Notify RUC Operator to procure Resources as needed. 

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name]. At [xx:xx], ERCOT is issuing an OCN due to a 50% probability of a [4,000 MW down-ramp in the next 180 minutes] [2,000 MW down-ramp in the next 60 minutes].  ERCOT is forecasting that the system ramp rate capability is [sufficient] [not sufficient].  [QSE] please repeat that back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	3
	IF:

· There is a 50% probability of a projected system wide down-ramp of 1,000 MW within the next 15 minutes;

THEN:

· Refer to the “HDL-Gen” on the 15 minute OpsMon Dashboard and the available Regulation UP Service in the EMS Display,  

IF:

· The margin is less than available to adequately maintain the potential system ramp rate;

THEN:

· Deploy Non-Spin as needed, and 

· Continue to monitor frequency and “HDL-Gen”

	Up Ramp Event

	1
	PERIODICALLY REVIEW:
· EMS Applications>Frequency>Frequency Dashboard
· OpsMon Dashboard Viewer under the MOS folder:

· “Monitor Large Ramp Events”

	2
	IF:

· There is a 70% probability of a projected system Wide up-ramp of 2,000 MW within the next 60 minutes; 

THEN:

· Refer to the “60 min. LF - LSL(COP)” on the 60 to 180 minute OpsMon Dashboard to determine if system ramp rate capability is sufficient, AND
· Make a Hotline call to provide situational awareness about a possible wind up-ramp event of 2,000 MW or greater within the next 60 minutes. 
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name]. At [xx:xx], ERCOT is issuing an OCN due to a 70% probability of a 2,000 MW up-ramp in the next 60 minutes.  ERCOT is forecasting that the system ramp rate capability is [sufficient] [not sufficient].  [QSE] please repeat that back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	3
	IF:

· There is a 70% probability of a projected system wide up-ramp of 1,000 MW within the next 15 minutes;

THEN:

· Refer to the “Gen -  LASL” on the 15 minute OpsMon Dashboard and the available Regulation DOWN Service in the EMS Display, 

IF:

· The margin is less than available to adequately maintain the potential system ramp rate;

THEN:

· Monitor frequency and run SCED as often as required.

	Log
	Log all actions.


3.3
System Failures
Procedure Purpose:  To ensure that frequency is maintained in the event of an AGC failure.

	Protocol Reference
	6.3.3
	6.5.9.1(2)
	6.5.9.2
	

	Guide Reference
	2.2.4.3
	
	
	

	NERC Standard
	BAL-005-0.2b

R7
	
	
	


	Version: 1 
	Revision: 16
	Effective Date:  December 15, 2014


	Step
	Action

	SCED Failure

	NOTE
	When RLC sees that the SCED solution has not updated within the last 605 seconds, emergency base points (EBP) will automatically activate. Any time EBPs are activated, SCED solutions are being blocked from being communicated to MPs.  
The RLC Control Parameters (SCED Failure Threshold) should be set to 305 seconds.  This is due to a code that adds 300 seconds to the 305 seconds from SCED Failure Threshold Parameter in the display, so total number of seconds RLC waits for SCED solution is 605 before enabling the emergency base points.

	NOTE
	If for some reason a manual EBP is required for a Resource, communicate the Resource name, MW output requested, start time and duration of the dispatch instruction to the QSE representing the Resource. 

	1
	IF:

· Any module of the SCED Workflow Controller fails;
THEN:

· Manually run the SCED process.

	2
	IF:

· SCED still fails after manually running, AND

· EBPs have automatically activated;
THEN:

· Contact the Help Desk,
· Initiate the Watch Hotline call to QSEs, 
· Notify Resource Operator to post a message on MIS Public,

· Notify Transmission Operator to make Hotline call to TOs.
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing a Watch due to the failure of SCED.  ERCOT may issue Emergency Base Points until the issue is resolved.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	3
	EMP Applications>Generation Area Status>Related Displays>ERCOT Nodal Summary

MONITOR:

· Regulation Service (Up/Dn) margins to ensure frequency can be adequately maintained.
IF:

· It is determined that remaining Regulation Service (Up/Dn) is no longer sufficient to maintain system frequency;
THEN:

· Enter the EBP increment/decrement as needed to control frequency to recall deployed Regulation.
· Once the MW amount has ramped, the EBP amount will return to zero

	4
	WHEN:

· SCED is solving with a valid solution;
THEN:

· Remove the Emergency Base Point flag, 
· Initiate Hotline call to cancel the Watch,
· Notify Resource Operator to cancel MIS posting,
· Notify Transmission Operator to cancel the Watch with TOs.
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], SCED base points are now valid and ERCOT is canceling the Watch.  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Log
	Log all actions.

	SCED Data Input Failure

	1
	IF:

· SCED receives data input failures and gives erroneous results;

THEN:

· Manually activate EBP,

· Contact the Help Desk,

· Initiate the Watch Hotline call

· Notify Resource Operator to post the message on MIS Public,
· Notify the Transmission Operator to make Hotline call to TOs.

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing a Watch due to data input failure to SCED.  ERCOT may issue Emergency Base Points until the issue is resolved.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	2
	Follow steps 4 and 5 in SCED Failure above as needed.

	RLC Failure

	1
	The Resource Limit Calculator (RLC) can fail independently of AGC.  If RLC fails, SCED will not function (invalid results), even though it shows available.  A RLC failure will be displayed to the Operator in the upper right corner of the RLC display as follows:

· Process Status: RLC Up (Normal Operation)
· Process Status: RLC Down (will be displayed in RED when failed)
· RLC (PI Alarm) will be flashing RED.

	NOTE
	Regulation is functioning, RRS is not.  LFC (AGC) will automatically switch to EBP mode.

	2
	IF:

· RLC has failed;

THEN:

· Verify the status of AGC
· IF AGC is also failed, proceed to the EMS (LFC and RLC) Failure procedure
· Contact the Help Desk,

· Initiate a Watch Hotline call to QSEs
· Notify Resource Operator to post the message on MIS Public 
· Notify Transmission Desk Operator to make Hotline call to TOs.
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing a Watch due to a SCED failure.  ERCOT may issue Emergency Base Points until the issue is resolved.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	3
	EMP Applications>Generation Area Status>Related Displays>ERCOT Nodal Summary

MONITOR:

· Regulation Service (Up/Dn) margins to ensure frequency can be adequately maintained.
IF:

· It is determined that remaining Regulation Service (Up/Dn) is no longer sufficient to maintain system frequency;

THEN:

· Enter the EBP increment/decrement as needed to control frequency to recall deployed Regulation.
· Once the MW amount has ramped, the EBP amount will return to zero

	4
	WHEN:

· RLC is restored;

THEN:

· Remove the Emergency Base Point flag,

· Initiate Hotline call to cancel the Watch,

· Notify Resource Operator to cancel MIS posting,

· Notify Transmission Operator to cancel the Watch with TOs.

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], SCED solutions are now valid and ERCOT is canceling the Watch.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Log
	 Log all actions.

	LFC (AGC) Failure

	NOTE
	When LFC (AGC) is paused or suspended and RLC and SCED are functioning, then Regulation, RRS and EBP are not functioning.

	1
	IF:

· LFC is not functioning as indicated by:
· AGC is SUSPENDED or PAUSED OR
· “Last AGC Cycle” time on Generation Area Status display is not updating; 
THEN:

· Verify the status of RLC
· If RLC is also failed, proceed to the next procedure “EMMS Failure” 
· If RLC is still functioning properly, 
· Contact Help Desk,

· Continue with this procedure
REFERENCE Display: EMP Applications>Generation Area Status>Nodal Operational Status>Resource Limits Data

DETERMINE:

· Which QSE has ample capacity to place on constant frequency control, 
THEN:

· Direct selected QSE to go on constant frequency,
· As time permits, issue electronic VDI,
· Choose “OPERATE AT CONSTANT FREQUENCY” as the Instruction Type from QSE Level

· Confirm with Market Participant electronic VDI received. 
When issuing a VDI or when confirming the receipt of an Electronic VDI ensure the use of three-part communication:

· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement

· Place ERCOT AGC into ‘Monitor” mode.

Typical Script for Constant Frequency:
“This is ERCOT Operator [first and last name]. At [xx:xx], ERCOT is directing you to go on constant frequency until further notice due to an LFC failure.  The frequency bias to enter into your control system is [bias].  Please repeat this back to me.” If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	THEN:

· Initiate the Emergency Notice Hotline call to QSEs

· Notify Resource Operator to post the message on MIS Public,

· Notify Transmission Operator to make Hotline call to TOs.

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name]. At [xx:xx], ERCOT is issuing an Emergency Notice due to LFC failure and has placed a QSE on Constant Frequency to provide regulation. SCED Base Points are valid and should be followed.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	3
	MONITOR:

· Frequency and capacity availability for QSE on constant frequency, AND/OR
· The QSE on constant frequency notifies ERCOT of capacity issue;
THEN:

· Determine available capacity for SCED and enter an operator manual offset, OR if no SCED room
· Request RUC Operator to decommit a Resource

	4
	WHEN:

· ERCOT AGC Control is functioning properly;
THEN:

· Direct QSE to come off Constant Frequency by ending the electronic VDI,
· Place ERCOT AGC back into “ON” mode,

· Initiate Hotline to cancel the Emergency Notice to  QSEs,

· Notify Resource Operator to cancel the MIS posting,

· Notify Transmission Operator to cancel the Emergency Notice with TOs. 
Typical Script for Constant Frequency:
“This is ERCOT Operator [first and last name]. At [xx:xx], LFC is now functioning, ERCOT is directing you to end constant frequency.  Please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name]. At [xx:xx], LFC is now functioning and ERCOT is canceling the Emergency Notice.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Log
	Log all actions.

	 EMMS (LFC and RLC/SCED) Failure 

	NOTE
	Regulation, RRS, UDBP, BP, EBP, and manual offset not functioning.

	1
	LFC (AGC):

· AGC is SUSPENDED or PAUSED,
· “Last ACE crossing zero” time on the Generation Area Status page is not updating,

· AGC operation adversely impacts the reliability of the Interconnection,

· SCED and EMS are not functioning,

· Problem cannot be resolved quickly
RLC:

· Process Status: RLC Down will be displayed in RED in the upper right hand corner of the RLC display
· RLC (PI Alarm) will be flashing RED.
REFERENCE Display: EMP Applications>Generation Area Status>Nodal Operational Status>Resource Limits Data

DETERMINE:

· Which QSE has ample capacity to place on constant frequency Control;

THEN:

· Direct the selected QSE to go on constant frequency
· As time permits, issue an electronic VDI
· Choose “OPERATE AT CONSTANT FREQUENCY” as the Instruction Type from QSE Level

· Confirm with Market Participant electronic VDI received. 
When issuing a VDI or when confirming the receipt of an Electronic VDI ensure the use of three-part communication:

· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement

· Place ERCOT AGC into “Monitor” mode
Typical Script for Constant Frequency:
“This is ERCOT Operator [first and last name]. At [xx:xx], ERCOT is directing you to go on constant frequency until further notice due to an LFC and SCED failure.  The frequency bias to enter into your control system is [bias].  Please repeat this back to me.  That is correct, thank you”.

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	THEN:

· Initiate the Emergency Notice Hotline call to QSEs,
· Notify Resource Operator to post the message on MIS Public,

· Notify Transmission Operator to make Hotline call to TOs

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing an Emergency Notice due to an LFC and SCED failure.  ERCOT has placed a QSE on Constant Frequency.  All remaining QSEs should hold their Resources to their current output level until instructed by ERCOT.  ERCOT may issue unit specific deployments to Resources as required.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	3
	MONITOR:

· Frequency and Capacity availability for QSE on constant frequency, AND/OR
· The QSE on Constant Frequency notifies ERCOT that they are having control issues;

THEN:

· Determine which QSE has the most available Capacity,

· Issue a unit specific instructions to assist the QSE on Constant Frequency,

· Choose “Other For Resource” as the Instruction Type

	4
	IF:

· There is no longer any available capacity to issue unit specific deployments;

THEN:

· Request RUC Operator to commit a Resource

	5
	WHEN:

· AGC and RLC is restored;

THEN:

· Direct QSE to come off constant frequency by ending VDI,
· Place ERCOT AGC back into “ON” mode,

· Cancel VDI(s) for additional generation, if issued,

· Initiate Hotline to cancel Emergency Notice to QSEs,
· Notify Resource Operator to cancel MIS posting,

· Notify Transmission Operator to cancel Emergency Notice with TOs.

Typical Script for Constant Frequency:
“This is ERCOT Operator [first and last name]. At [xx:xx], LFC is now functioning, ERCOT is directing you to end constant frequency.  Please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  At, [xx:xx], LFC is now functional and SCED solutions are valid.  ERCOT is canceling the Emergency Notice.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Log
	Log all actions.


3.4
Potential DCS Event
Procedure Purpose:  To meet NERC Recovery Criteria after a potential NERC Reportable DCS Event
	Protocol Reference
	6.5.7.6.2.2
	6.5.9.4(3)(b)
	
	

	Guide Reference
	2.2.4(2)
	2.2.8
	
	

	NERC Standard
	BAL-002-1 R2.4, R6.2
	EOP-001-0.1b
R5
	EOP-002-3.1
R5, 6.1
	


	Version: 1 
	Revision: 9
	Effective Date:  December 13, 2013


	Step
	Action

	NERC

Recovery

Criteria
	Restore system frequency to the following limit within 15 minutes:

· Scheduled Frequency if it was greater than or equal to scheduled Frequency prior to the disturbance, OR
· Its pre-disturbance value if it was less than scheduled frequency prior to the disturbance.
ERCOT shall fully restore the minimum Contingency Reserve requirement of ERCOT Region’s Largest Single Contingency (1375 MW) within 90 minutes.  The 90 minute restoration period begins at the end of the Disturbance Recovery period which is when system frequency is restored as described above.  ERCOT will restore Responsive Reserves to 2300 MW or greater, as soon as possible.  

	DCS
	· A loss of Generation, equal to or greater than 1100 MW (consisting of a single generator or the total of multiple generators within 1 minute), or there is NO indication of a Generation loss and the magnitude of the event is determined to be greater than 1000 MW

· Determine the magnitude of the event by using the “Raw ACE” tag, Analyze the change in this tag after a minimum of 30 seconds to avoid the initial overshoot. 
Example:

If the “Raw ACE” pre-disturbance value is +150 MW, and post disturbance (30 seconds) value is -950 MW, then the total generation loss is 1100 MW.  This constitutes a NERC Reportable DCS Event.
· It can be assumed that a potential NERC Reportable DCS Event has occurred

	NOTE
	The steps below will need to happen quickly, let phones ring, or if available, another desk will take the calls.

	1
	IF:

· ERCOT experiences a low frequency disturbance;
THEN:

· Immediately check to ensure that SCED sees the units correct telemetry (HSL of zero or Resource Status of “off”),   Contact the QSE(s) if telemetry needs to be changed, 
· If SCED does not automatically execute within 60 seconds of the event, manually execute a SCED run,
· Enter a manual off-set as necessary. 

	2
	IF:

· Frequency dropped below 59.7 Hz;
THEN:

· Load Resources have deployed on UFR.

	NOTE
	If Load Resources are deployed it may become necessary to periodically execute SCED manually and/or use the manual offset to control frequency.

	3
	WHEN:

· System frequency has been restored;
THEN:

· Make Hotline call to QSEs to recall Load Resources.
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is recalling all Load Resources.  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	PRC
Below

2300
	IF:

· PRC <  2300 MW;
THEN:

· Implement EEA (see section 5.3).

	Log
	Log all actions.


3.5
Monitor Capacity and Reserves and Respond to Shortages or Surplus
Procedure Purpose:  Monitoring sufficient operating reserves.  Deploying and recalling Non-Spin and dealing with capacity surplus.
	Protocol Reference
	6.5.7.6.2.3
	6.5.9.4.1 (c)
	6.5.9.4.1(d)
	

	Guide Reference
	
	
	
	

	NERC Standard
	BAL-002-1

R2.4
	IRO-005-3.1a

R1.4, R1.5, R4
	
	


	Version: 1 
	Revision: 10
	Effective Date:  December 15, 2014


	Step
	Action

	NOTE
	The Day-Ahead process, the Adjustment Period process, and the Real-Time process must be utilized before ordering Resources to specific output levels with Emergency Base Point instructions.

	Insufficient Generation

	RMR
	Prior to declaring EEA, start RMR Units available in the time frame of the emergency.  RMR Units should be loaded to full capability.

	Deploying 

Non-Spin
	Triggers to deploy Non-Spin

MONITOR:

· The OpsMon Dashboard
· 01 SCED GEN ONLINE and scroll down to Lookahead Load Ramping from MTLF
· Avail CAP 30Min represents (HASL – Gen) – (30 minute load ramp)

IF:

· Avail_CAP_30Min < 0
THEN:

· Coordinate with the Resource Operator to deploy half of available Non-Spin.
IF:

· Avail_CAP_30Min < -300, OR

· PRC is < 2500 MW; 
THEN:

· Coordinate with the Resource Operator to deploy all of available Non-Spin.

	Recalling

Non-Spin
	WHEN:

· Avail_CAP_30Min > 1000, AND

· PRC is > 2800 MW;

THEN:

· Coordinate with the Resource Operator to recall half of the deployed Non-Spin.

WHEN:

· Avail_CAP_30Min > 1000, AND

· PRC is > 3000 MW;

THEN:

· Coordinate with the Resource Operator to recall all of the deployed Non-Spin.

	HASL
Release
	Triggers to manually deploy RRS

MONITOR:

· “HASL – Load Ramp” value on the Generation Area Status display, this is HASL – (Gen + 5 minute load ramp)

IF:

· HASL – Load Ramp < = 200 MW;

THEN:

· Manually deploy 500 MW of RRS.
· Ensure all Non-Spin has been deployed first before manually deploying the RRS.
IF:

· After Resources have responded to the previous deployment (if it has been at least 10 minutes), AND

· HASL – Load Ramp < = 200 MW; 

THEN:

· Manually deploy another 500 MW (it is incremental, enter 1,000).
IF:

· PRC < = 2000 MW; 

THEN:

· Manually deploy all remaining RRS.

	HASL

Recall
	WHEN:

· HASL – Load Ramp > 1600 MW AND/OR

· PRC > = 3300 MW, AND

· Frequency is 59.970 HZ or above;
THEN:

· Manually recall the RRS, which can be done in 500 MW steps.

	Surplus Generation

	SCED
Surplus
	MONITOR:

· The Generation Area Status Page

IF:

· (GEN-LDL) < 200 MW;

THEN:

· Consult with RUC Operator to ensure HRUC is seeing the situation and is decommitting Resources,

· If needed, request the RUC Operator to issue VDI to decommit a Resource  to help alleviate the surplus

	Log
	Log all actions.

	Valley Generation

	Monitor
	Market Operations>Reliability Unit Commitment>HRUC Displays>UC Displays>Output Display Menu>Generator Outputs>Generation Schedule

	1
	WHEN:

· Two or more Generation plants are scheduled to go Off-Line at the same time;

THEN:

· Notify AEP TO with the shut down time with at least an hours’ notice, they need to pre-posture reactive devices.  
· Passing this information to the Transmission and Security Operator to pass on is sufficient as well.


3.6
Monitor and Control Time Error Correction
Procedure Purpose:  This procedure will establish the standard for implementing time error correction.  ERCOT ISO is the Reliability Coordinator and Balancing Authority that implements and terminates ERCOT Time Corrections in accordance with ERCOT Protocols and Operating Guides.  ERCOT Reliability Coordinator is the Interconnection Time Monitor within the ERCOT Interconnection.
	Protocol Reference
	
	
	
	

	Guide Reference
	2.2.1(3)(c)(vi)
	2.2.9.1
	2.2.9.2
	

	NERC Standard
	BAL-004-0

R1, R2, R3, R4
	
	
	


	Version: 1 
	Revision: 5
	Effective Date:  April 1, 2014


	Step
	Action

	Requirements
	· When time error is equal to or greater than +/- 30 seconds, ERCOT may initiate a time correction.
· Time Error Corrections normally start and end on the hour or half-hour.
· The Time Error Correction will be ended when the error is less than +/- 27.0 seconds.
· The time correction may be postponed if it is determined that load patterns in the immediate future will result in the desired time correction
· Time Error Correction Notifications shall be labeled alphabetically on a monthly basis (A-Z).  In the succeeding month, the first Time Error Correction will revert back to “A”.

	Log
	Log the start time, stop time, Time Error ID letter, time error, and Frequency Offset for each start and termination.

	Initiating

Time Error

Correction
	IF:

· Time error is greater than +/- 30 seconds;
THEN:

· Start Time Error Correction Schedule,
· Enter the appropriate Time Error ID letter,
· Enter the frequency offset using – 0.02 for fast time correction (59.98 Hz) or +0.02 for slow time correction (60.02 Hz),
· Enter a Start Time later than the current time AND enter a Stop Time later than the scheduled start time,
· Before starting the Time Error, notify the QSEs via a Hotline call of the start time and frequency offset,
· Log in the Operator’s Log start time, stop time, Time Error ID letter, time error, and frequency offset for each start and termination.
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is initiating a Time Error Correction, we will enter the frequency offset using [-0.02] or [+0.02] at [time].  The current time error is [time].  Thank you.”

	NOTE
	If a Time Error Correction is prematurely terminated or a scheduled Time Error Correction is cancelled for reliability considerations, log all actions taken and wait at least one hour between sending the termination and re-initiation notices.

	Terminating

Time Error

Correction
	Monitor the Time Error until it reaches an acceptable value (+/- 27.0 seconds)

· Time Error Correction may be terminated after five hours, or after any hour it has reached an acceptable value of +/- 27.0 seconds.
· Notify QSEs using the Hotline before ending the time correction.
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  This is ERCOT Operator [first and last name].  ERCOT is ending the Time Error Correction at [xx:xx].  The current time error is [time].  Thank you.”


3.7
Responding to North to Houston Interface Issues

Procedure Purpose:  Deployment/Termination of Non-Spin Reserve Service for Congestion Management as requested by the Transmission Operator.
	Protocol Reference
	
	
	
	

	Guide Reference 
	4.2.4(1)
	4.5.2(2)(b)
	
	

	NERC Standard
	EOP-003-2

R1
	IRO-003-2

R2
	IRO-005-3.1a
R1.2, R1.3
	IRO-006-TRE-1
R1, R2

	
	IRO-008-1

R2
	TOP-002-2.1b

R10
	TOP-004-2

R1
	TOP-008-1

R1


	Version: 1 
	Revision: 4
	Effective Date:  December 13, 2013


	Step
	Action

	Issue

Watch &

Deploy

Non-Spin
	WHEN:

· Notified by the Transmission Operator that Non-Spin needs to be deployed in  the Houston area for the North-Houston Interface;
THEN:

· Using the hotline, issue a Watch,
· Resource Operator will deploy the Non-Spin
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing a Watch for the North to Houston interface.  ERCOT will be deploying Non-Spin to specific resources to alleviate the condition.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	NOTE
	To the extent that ERCOT deploys a Load Resource that has chosen a block deployment option, ERCOT shall either deploy the entire offer or, if only partial deployment is possible, skip the offer by the Load Resource with the block deployment option and proceed to deploy the next available Resource.

	Issue

Emergency

Notice &

Deploy Load

Resources
	WHEN:

· Notified by the Transmission Operator to deploy Load Resources in the Houston area for the North-Houston Interface;
THEN:

· Using the hotline, issue the Emergency Notice
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  At [xx:xx], ERCOT has issued an Emergency Notice for the North to Houston interface and has issued you an electronic directive for the deployment of specific Load Resources to alleviate the condition.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Recall

Load

Resources
	WHEN:

· Notified by the Transmission Operator to recall Load Resources in the Houston area for the North-Houston Interface;
THEN:

· Using the hotline, cancel the Emergency Notice,
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is canceling the Emergency Notice for the North to Houston interface and has issued you an electronic directive for the recall of Load Resource deployments.  ERCOT is reminding everyone that a Watch is still in effect until further notice.   [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Recall

Non-Spin
	WHEN:

· Notified by the Transmission Operator to recall Non-Spin in the Houston area for the North-Houston Interface;
THEN:

· Using the hotline, cancel the Watch,
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is canceling the Watch for the North to Houston interface.  ERCOT has recalled Non-Spin to specific resources to alleviate the condition.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Log
	Log all actions.


3.8
Monitor Real-Time Shortages

Procedure Purpose:  To monitor for Ancillary Service shortages.
	Protocol Reference


	6.4.9.1(1)
	8.1.1.3
	8.1.1.3.1
	8.1.1.3.2

	
	8.1.1.3.3
	
	
	

	Guide Reference 
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 2
	Effective Date:  September 27, 2013


	Step
	Action

	Real-Time Responsive Reserve Shortage

	Unit

RRS

Shortage


	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Related Displays>Ancillary Service Monitoring Summary

Continually monitor for RRS shortages:
· Click on Responsive Reserve Unit Detail to see if any shortages exists on units

· Filter on Limit Violation (ascending)

· Those with check marks indicate there is a shortage
WHEN:

· A unit shows a real-Time RRS shortage of 10% or more;

THEN:

· Coordinate with the Resource Operator, this shortage may have presented itself in their checks and QSE may have already been contacted.
IF:

· QSE has not already been contacted by Resource Operator;

THEN:

· Notify the QSE to correct the shortage.
IF:

· QSE does not provide appropriate justification for not satisfying their A/S obligation;

THEN:

· Send an e-mail with the details to “1 ERCOT Shift Supervisors” for the Managers to handle.

	Load

RRS

Shortage


	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Related Displays>Ancillary Service Monitoring Summary

Continually monitor for RRS shortages:
· Click on Responsive Reserve Load Detail to see if any shortages exists on loads

· Filter on Limit Violation (ascending)

· Those with check marks indicate there is a shortage
WHEN:

· The value in the MW column is 10% less than the RRS Schedule columns;

THEN:

· Coordinate with the Resource Operator, this shortage may have presented itself in their checks and QSE may have already been contacted.
IF:

· QSE has not already been contacted by Resource Operator;

THEN:

· Notify the QSE to correct the shortage.
IF:

· QSE does not provide appropriate justification for not satisfying their A/S obligation;

THEN:

· Send an e-mail with the details to “1 ERCOT Shift Supervisors” for the Managers to handle.

	LOG
	Log all actions.

	Real-Time Regulation Shortage

	REG

Shortage
	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Related Displays>Ancillary Service Monitoring Summary>Regulation QSE Detail tab

Continually monitor for REG shortages:
· Review display for shortages, these will show in red

WHEN:

· A shortage is identified;

THEN:

· Coordinate with the Resource Operator, this shortage may have presented itself in their checks and QSE may have already been contacted.

IF:

· QSE has not already been contacted by Resource Operator;

THEN:

· Notify the QSE to correct the shortage.

IF:

· QSE does not provide appropriate justification for not satisfying their A/S obligation;

THEN:

· Send an e-mail with the details to “1 ERCOT Shift Supervisors” for the Managers to handle.

	LOG
	Log all actions.

	Real-Time Non-Spin Shortage

	Non-Spin
Shortage
	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Related Displays>Ancillary Service Monitoring Summary>Non-Spin Reserve QSE Detail
Continually monitor for Non-Spin shortages:
· Review display for shortages between the Day-Ahead Award and Responsibility
WHEN:

· A shortage is identified;

THEN:

· Coordinate with the Resource Operator, this shortage may have presented itself in their checks and QSE may have already been contacted.

IF:

· QSE has not already been contacted by Resource Operator;

THEN:

· Notify the QSE to correct the shortage.

IF:

· QSE does not provide appropriate justification for not satisfying their A/S obligation;

THEN:

· Send an e-mail with the details to “1 ERCOT Shift Supervisors” for the Managers to handle.

	LOG
	Log all actions.

	Resources not dispatchable to SCED

	Not Dispatchable to SCED
	REVIEW REFERENCE DISPLAY:

EMP Applications>Resource Limit Calculator

WHEN:

· A QSE has telemetered more A/S on a specific Resource that is greater than their HSL; 

THEN:

· SCED will set the HDL=LDL=MW making the Resource undispatchable,

· Request the QSE to make corrections to telemetry (Resource status, Resource limits, A/S responsibilities, etc)
WHEN:

· A Resource is generating above its HASL;

THEN:

· SCED will set HDL=LDL=MW-5*Down Ramp Rate

· Request the QSE to make corrections to telemetry (Resource status, Resource limits, A/S responsibilities, etc)

	Control Block Up/Down
	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Related Displays>Expected Generation and Load Details>Unit tab

Control Block Current UP/DN are telemetry points that a QSE can use in emergency situations to communicate to SCED that a resources ability to adjust its output has been unexpectedly impaired.  Cannot filter, will have to scroll down.

IF:

· A QSE has a Control Block set for greater than 5 minutes; the system will set the corresponding (UP/DN) Too Long flag to indicate this.

THEN:

· Notify the QSE to inquire why the unit is blocked from SCED and to make corrections as appropriate

	LOG
	Log all actions.


4.0
Security Constrained Economic Dispatch

4.1
Managing SCED

Procedure Purpose: To ensure that a SCED solution has solved and that the solution is reasonable.  
	Protocol Reference
	3.8.3
	3.9.1(10)
	3.10.7.5.1(5)
	8.1.1.2(16)

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 16
	Effective Date:  October 1, 2014


	Step
	Action

	Workflow Controller Messages

	NOTE
	The SCED Workflow Controller provides three color coded messages as indicated in the following:

· GREEN – Informational (i) and Success (s)
· BLUE – Warning (w)
· RED – Error (e) and Fatal Error (f)

	1
	REVIEW REFERENCE DISPLAY:

Market Operation>Real-Time Market>SCED Displays>Workflow>SCED Workflow Messages

Monitor SCED Workflow Controller logs for “Warning” and “Error” messages.

	2
	IF:

· The log indicates an “Error” or “Fatal Error”;
THEN:

· Contact the Help Desk and notify all Control Room staff,
· Attempt to resolve the issue, refer to Desktop Guide Real Time Desk Section 2.5,
· Refer to Section 3.3 “Managing SCED Failures” in this procedure.

	SCED Solution Time Parameter 

	NOTE
	Typically SCED should produce a solution within 20 seconds.  It is highly desirable to have at least 3 executions of SCED in any 15 minute period.

	Automatic

Trigger
	Verify that SCED is automatically triggered:
· Periodically every 5 minutes
· About 60 seconds after RRS is automatically deployed by LFC
IF:

· SCED is not automatically executed (but has not failed);
THEN:

· Manually execute SCED,
· Immediately notify the Shift Supervisor and Operations Support Engineer,
· Continue to manually execute SCED approximately every 5 minutes until the condition is corrected.

	Manual

Trigger
	SCED may be manually triggered when the following is identified:

· Frequency deviates  +/-0.05 Hz for more than 5 minutes
· Generation Resource trips and Frequency is > 59.91 Hz
· When approximately 50% of Regulation has been deployed
· Approximately 60 seconds after Generation Resources providing RRS have been deployed.
· As frequently as needed after Load Resources providing RRS have been deployed.

	LOG
	Log all actions.

	Quick Start Generation Resource

	QSGR
	A Generation Resource that in its cold-temperature state can come On-Line within ten minutes of receiving ERCOT notice and has passed an ERCOT Quick Start Generation Resource test that establishes an amount of capacity that can be deployed within a ten minute period.  

· These Resources can be viewed at ERCOT SharePoint > System Operations – Control Center > Quick Links > Approved Quick Start (QSGR) Resources

	COP
	The QSE for a QSGR that is available for deployment by SCED shall set the COP Resource Status ON, the COP LSL and HSL values to the expected sustainable LSL and HSL for the QSGR for the hour.  If the QSGR is providing Non-Spin, then the A/S Resource Responsibility for Non-Spin shall be set to the Resource’s Non-Spin responsibility in the COP.  If the Resource’s Non-Spin responsibility is greater than the difference between HSL and LSL, then the QSGR that is available for deployment by SCED shall set the COP LSL to zero.

	Telemeter
	The QSGR that is available for deployment by SCED shall telemeter a Resource Status of ON and an LSL of zero prior to receiving a deployment instruction from SCED.  This status is necessary in order for SCED to recognize that the Resource can be Dispatched.  The status of the breaker shall be open and the output of the Resource shall be zero in order for the State Estimator to correctly assess the state of the system.  After being deployed for energy by SCED, the Resource shall telemeter an LSL equal to or less than the Resource’s actual output until the Resource has ramped to its physical LSL.  After reaching its physical LSL, the QSGR shall telemeter an LSL that reflects its physical LSL.  The QSGR that is providing Off-Line Non-Spin shall always telemeter an Ancillary Service Resource Responsibility for Non-Spin to reflect the Resource’s Non-Spin obligation and shall always telemeter an Ancillary Service Schedule for Non-Spin of zero to make the capacity available for SCED.  A QSGR with a telemeter breaker status of open and a telemeter Resource Status of ON shall not provide Regulation or Responsive Reserve Service.

	QSGR

Decommitment
	Please refer to Desktop Guide Common to Multiple Desks for the QSGR decommitment process.

	QSGR

Qualification

Test
	WHEN:

· Conducting a QSGR qualification test for Operations Analysis;
THEN:

· Issue a VDI

· Choose “OTHER_RES” as the Instruction Type from Resource level

· Enter “QSGR Qualification Test” in “Other Information”
· Confirm with Market Participant electronic VDI received. 
When issuing a VDI or when confirming the receipt of an Electronic VDI ensure the use of three-part communication:

· Issue the directive

· Receive a correct repeat back

·  Give an acknowledgement

	Generation Resource Shut-down/Start-up Process

	Shutdown/

Startup
	Shut-down:

· A QSE representing a Generation Resource that is not actively providing A/S (with the exception of Off-line Non-Spin) may only use a Resource Status of SHUTDOWN through telemetry that the Resource is operating in a shutdown sequence requiring manual control and is not available for Dispatch.
Start-up:

· A QSE representing a Generation Resource that is not actively providing A/S may only use a Resource Status of STARTUP through telemetry that the Resource is operating in a start-up sequence requiring manual control and is not available for Dispatch.

	NOTE
	QSEs can manage basepoint deviations by adjusting their telemetered ramp rate.

	NOTE
	When a Resource is carrying “Off-Line” Non-spin and that Non-Spin is being recalled, the QSE would continue to show the Non-Spin responsibility on the Resource that is shutting down.

	Combine Cycle Generation Resources

	NOTE
	WHEN:

· Combine Cycle Generation Resources are changing configuration creating basepoint deviations

THEN:
· QSEs will need to manage their telemetered HSL for proper basepoints.

	Telemetry Issues that could affect SCED and/or LMPs

	Not Dispatchable to SCED
	REVIEW REFERENCE DISPLAY:

EMS Applications>Generation Control>Resource Limit Calculation>RLC Unit Input Data and RLC Unit Output Data
WHEN:

· A QSE has telemetered more A/S on a specific Resource that is greater than their HSL, OR
· A Resource is generating more than their telemetered HSL; 
THEN:

· SCED will set the HDL=LDL=MW making the Resource undispatchable,
· Request the QSE to make corrections to their telemetry (Resource status, Resource limits, A/S responsibilities, etc.)

	QSE

 Override
	IF:

· The QSE cannot fix the issue in a timely manner;
THEN:
· Ask the Market Participant to over-ride the bad telemetry.

	QSE

 unable to Override
	IF:

· For some reason, the QSE cannot override the bad telemetry;
THEN

· Request the Operations Support Engineer to override the bad telemetry,
· Manually run SCED, if needed.  


5.0
Emergency Operation

5.1
Market Notices

Procedure Purpose: Guidelines for issuing Emergency Conditions and the four possible levels: Operating Condition Notices (OCN), Advisories, Watches, and Emergency Notices.
	Protocol Reference

	6.3.2(3)(a)(i)(ii)
	6.3.3
	6.5.9.2(1)
	6.5.9.3

	
	6.5.9.3.1
	6.5.9.3.2
	6.5.9.3.3
	6.5.9.3.4

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	COM-002-2
R2
	EOP-001-2.1b

R3.1
	IRO-005-3.1a
R1.10
	


	Version: 1 
	Revision: 18
	Effective Date:  December 15, 2014


	Step
	Action

	OCN

	NOTE
	Consider the severity of the potential Emergency Condition.  The severity of the Emergency Condition could be limited to an isolated local area, or the condition might cover large areas affecting several entities, or the condition might be an ERCOT-wide condition potentially affecting the entire ERCOT System.

	1
	As directed by the Shift Supervisor or when appropriate, issue an Operating Condition Notice (OCN).  The OCN can be issued for any of the following reasons or to obtain additional information from Market Participants.
· There is a projected reserve capacity shortage that could affect reliability and may require more Resources
· When extreme cold weather is forecasted approximately 5 days away
· When extreme hot weather is forecasted approximately 5 days away

· When an approaching Hurricane / Tropical Storm is approximately 5 days away
· Unplanned transmission Outages that may impact reliability
· When adverse weather conditions are expected, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness

	Advisory

	1
	As directed by the Shift Supervisor or when appropriate, issue an Advisory.  The Advisory can be issued for any of the following reasons or to obtain additional information from Market Participants.
· When an approaching Hurricane / Tropical Storm is approximately 3 days away 
· When extreme cold weather is forecasted approximately 3 days away
· When extreme hot weather is forecasted approximately 1 to 3 days away

· When conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term reliability
· ERCOT may exercise its authority to increase Ancillary Service requirements above the quantities originally specified in the Day-Ahead Market in accordance with ERCOT Procedures
· When extreme weather or conditions require more lead-time than the normal Day-Ahead Market allows
· Transmission system conditions are such that operations within security criteria are not likely or possible due to Forced Outages or other conditions unless a CMP exists
· Loss of communications or a control condition is anticipated or significantly limited
· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request

	Watch

	1
	As directed by the Shift Supervisor or when appropriate, issue a Watch.  The Watch can be issued for any of the following reasons or to obtain additional information from the Market Participants.
· A projected reserve capacity shortage is projected with no market solution available that could affect reliability
· When an approaching Hurricane / Tropical Storm is approximately 1 day away
· When extreme cold weather is projected for next day or current day
· When extreme hot weather is projected for next day or current day
· Conditions have developed that require additional Ancillary Services in the Operating Period
· Insufficient Ancillary Services or Energy Offers in the DAM or in SASM
· Market-based congestion management techniques embedded in SCED will not be adequate to resolve transmission security violations
· Forced Outages or other abnormal operating conditions have occurred, or may occur that would require ERCOT to operate with active  violations of security criteria as defined in the Operating Guides unless a CMP exists
· ERCOT varies from timing requirements or omits one or more Day-Ahead or Adjustment Period and Real-Time procedures.

· ERCOT varies from timing requirements or omits one or more scheduling procedures in the Real-Time process.

· The SCED process fails to reach a solution, whether or not ERCOT is using one of the measures in Failure of the SCED Process.

· The need to immediately procure Ancillary Services from existing offers
· ERCOT may instruct TOs to reconfigure transmission elements as necessary to improve the reliability of the system
· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request

	Emergency Notice

	1
	As directed by the Shift Supervisor or when appropriate, issue an Emergency Notice.  The Emergency Notice can be issued for any of the following reasons or to obtain additional information from Market Participants.
· Loss of Primary Control Center functionality
· Load Resource deployment for North-Houston voltage stability 
· ERCOT cannot maintain minimum reliability standards (for reasons including fuel shortages) during the Operating Period utilizing every Resource practically obtainable from the market
· Immediate action cannot be taken to avoid or relive a Transmission Element operating above its Emergency Rating

· ERCOT forecasts an inability to meet applicable Reliability Standards and has exercised all other reasonable options
· A transmission condition has been identified that requires emergency energy from any of the DC-Ties or curtailment of schedules

· The Transmission Grid is such that a violation of security criteria as defined in the Operating Guides  presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to Load (other than Load being served from a radial transmission line) and/or overload of  Transmission Elements, and no timely  solution is obtainable through SCED or CMPs
· When extreme cold weather is beginning to have an adverse impact on the System
· When extreme hot weather is beginning to have an adverse impact on the System
· When Hurricane / Tropical Storm is in the ERCOT Region and is beginning to have an adverse impact on the System

	Generic Script

	Hotline
	Communications must specify the severity of the situation, the area affected, the areas potentially affected, and the anticipated duration of the Emergency Condition.

Notify QSEs:
Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing a [state Notice type] for [state reason].  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Post
	· All notices must be posted on MIS Public.
· For “free form” messages, the “Notice Priority” will be specified as follows:
· Operational Information/OCN type messages – low priority
· Advisory/Watch type messages – medium priority
· Emergency type messages – high priority

	Hotline Cancellation
	Typical Hotline Script cancellation:
 “This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is cancelling the [state Notice type] for [state reason].  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Log
	Log all actions.

	Specific Scripts

	NOTE
	At times, the Transmission operator takes the lead on the issuance of Hotline calls for specific procedures they have.  The following scripts are to help guide you when specific procedures don’t exist for the Real-Time operator.

	State

Estimator/

RTCA
Not solved

In 30 MIN
	Typical Hotline Script: 
“This call requires everyone to remain on the line until it is complete.  .  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name], at [xx:xx], ERCOT is issuing an Advisory due to ERCOTs [State Estimator/RTCA] has not solved in the last 30 minutes.  This is for your information only, no action is required.  [QSE] please repeat that back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

Typical Hotline Script for cancellation: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name], at [xx:xx], ERCOT is canceling the Advisory, ERCOTs [State Estimator/RTCA] is now functional.  [QSE] please repeat that back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	VSAT 
Not solved

In 30 MIN
	Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  ERCOT is issuing an Advisory due to ERCOTs Voltage Security Assessment Tool has not solved in the last 30 minutes.  This is for your information only, no action is required.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

Typical Hotline Script for cancellation:  

“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name], at [xx:xx], ERCOT is canceling the Advisory, ERCOTs VSAT tool is now functional.  [QSE] please repeat that back for me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	GMD

K-7 or 

Higher


	Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing an Advisory  for a [state K-Index level] geomagnetic disturbance storm alert that has been issued until [date and hours].  Report to ERCOT if you suspect any issues due to a GMD.  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

Typical Hotline Script cancellation:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is canceling the Advisory for the geomagnetic disturbance storm Alert.  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Qualifying

Facility

Directed to 

Operate below LSL
	Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing an Emergency Notice due to directing a Qualifying Facility [offline or operate below its LSL].  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

Typical Hotline Script cancellation:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is canceling the Emergency Notice for directing a Qualifying Facility [offline or operate below its LSL].  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	New
GTL 


	Typical Hotline Script:
“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing an OCN to make notification of a new Generic Transmission Limit.  A forced outage on [state forced outage] resulted in a GTL being created for [state reason for GTL].  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Transmission

Watch
	Typical Hotline Script: 

“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing a Transmission Watch due to the post-contingency overload of [constraint name] a [mitigation plan/temporary outage action plan] is being developed.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.
Typical Hotline Script cancellation: 

“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is canceling the Transmission Watch for post-contingency overload of [constraint name].  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.


5.2
Notifications for Diminishing Reserves

Procedure Purpose:  Monitor the Physical Responsive Capability (PRC) for the purpose of providing advance notice of diminishing Responsive Reserve.  Steps within this procedure are intended to keep ERCOT from progressing into EEA.
	Protocol Reference
	3.17.3(2)
	6.5.7.6.2.3
	6.5.9.4.1(d)
	6.5.9.4.1(e)

	Guide Reference
	4.5.3.1(d)
	4.5.3.1(e)
	
	

	NERC Standard
	EOP-001-2.1b R2.1
	IRO-005-3.1a
R1.4, R1.5
	
	


	Version: 1 
	Revision: 10
	Effective Date:  June 1, 2014


	Step
	Action

	NOTE
	· ERCOT, at Management’s discretion, may issue an appeal through the Public News Media for voluntary energy conservation at any time. 

	Advisory

	Issue

Advisory
	IF:

· PRC < 3000 MW;
THEN:

· Using the Hotline, issue an Advisory, AND
·  Instruct the Resource Operator to post a message on MIS Public.
Typical Hotline Script: 

“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing an Advisory due to Physical Responsive Capability falling below 3000 MW.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.


	Cancel

Advisory
	WHEN:

· PRC > 3000 MW;

THEN:

· Using the Hotline, cancel the  Advisory, AND

· Instruct the Resource Desk Operator to cancel MIS message.

Typical script:
“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is canceling the Advisory for Physical Responsive Capability.  Physical Responsive Capability is now above 3000 MW.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Log
	Log all actions.

	Watch

	Issue

Watch
	IF:

· PRC < 2500 MW,
THEN:

· Using the Hotline, issue a Watch, 
· Instruct the Resource Desk Operator to deploy Off-Line Non-Spin, AND

· Post a message on MIS Public.

Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing a Watch due to Physical Responsive Capability falling below 2500 MW.    Suspend all Resource testing and update telemetered Resource Status Codes.  ERCOT is reminding you, that you can schedule available interchange into ERCOT across the DC Ties.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.  

	Cancel

Watch
	WHEN:

· PRC > 2800 MW;

THEN:

· Using the Hotline, cancel the Watch, 
· Instruct the Resource Desk Operator to recall Off-Line Non-spin, AND

· Cancel MIS posting.

Typical Hotline Script:
““This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At, [xx:xx], ERCOT is canceling the Watch for Physical Responsive Capability.  At this time, the Advisory is still in effect.   Approved Resource testing may resume as scheduled.  [QSE] please repeat this back to me. ”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Log
	Log all actions.


5.3
Implement EEA Levels
Procedure Purpose:  To provide for maximum possible continuity of service while maintaining the integrity of the ERCOT System to reduce the chance of Cascading Outages.

	Protocol Reference
	6.5.7.6.2.2(1)(b) & (13)  
	6.5.9.3.4(6)
	6.5.9.4
	6.5.9.4.2

	Guide Reference

	6.5.9.4.3
	4.5.3
	4.5.3.1
	4.5.3.2

	
	4.5.3.3
	4.5.3.4
	
	

	NERC Standard
	COM-002-2
R2
	EOP-001-2.1b
R2.1, R2.3, R3.1, R3.2, R4
	EOP-002-3.1
R1, R2, R4, R7  
	EOP-003-2

R1, R5


	Version: 1 
	Revision: 18
	Effective Date:  December 15, 2014


	Step
	Action

	NOTE
	· IF frequency falls < 59.8 Hz, ERCOT CAN immediately implement EEA 3.
· IF frequency falls < 59.5 Hz, ERCOT SHALL immediately implement EEA 3.

	NOTE
	Confidentiality requirements regarding Transmission Operations and System Capacity information will be lifted, as needed to restore reliability.

	ERS-30
	ERS with a thirty-minute ramp period.

	ERS-10
	ERS with a ten-minute ramp period.

	WS ERS
	Weather Sensitive ERS are only available June – September during Business Hour (BH2) and Business Hour 3 (BH3) which are only on business days.

	TCEQ
	When increased generation is requested during EEA events, Texas Commission on Environmental Quality (TCEQ) will exercise enforcement discretion for exceedances of emission limits as well as operational limits for power generating plants for Generators who exceed air permit limits in order to maximize generation for the duration of the EEA event.  ERCOT General Council will send out a Market Notice each time ERCOT enters into an EEA with this reminder.

	Media

Appeal
	When an ERCOT-wide appeal through the public news media for voluntary energy conservation is made.  Notify the QSEs by hotline.

	Implement EEA Level 1

	EEA 1
PRC<2300

	IF:

· PRC < 2300 MW;
THEN:

· Select the activate EEA flag in EMS,
· Determine whether system conditions warrant the deployment of ERS-30.  Refer to the ERS tab on the Real-Time Values Spreadsheet for amounts in each business hours and number of times deployed:

· Consider the peak hour, deploy all ERS-30 if needed to prevent PRC from falling < 1750 MW,
· When deploying the ERS-30, also deploy the weather-sensitive ERS if available for the current business hour. 

· Using the Hotline, notify all QSEs to implement EEA 1. 
Typical Hotline Script when NOT deploying ERS: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is declaring EEA 1, QSEs are to perform their necessary steps for EEA 1.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

OR
IF:

· Deploying ERS, the Resource Operator must complete the XML deployment of the ERS before the Hotline call is made.

· Deploy all ERS Resources as a single group
· If it is June – September and during Business hour BH2 or BH3 on a business day, use this script.

Typical Hotline Script when deploying ERS-30 / ERS-30 including Weather Sensitive: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is declaring EEA 1, QSEs are to perform their necessary steps for EEA 1.  All [30 min / 30 min including Weather Sensitive] ERS Resources with an obligation in the current time period have been deployed. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	RRS

Release to

HASL


	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Nodal Operations Status>Responsive Reserve Service Summary Data

IF:

· PRC < 2000 MW;

THEN:

· Activate Manual Responsive Reserve

· Manually deploy all remaining RRS

	Log
	Log all actions.   

	Implement EEA Level 2

	EEA 2
PRC<1750

	IF:

· PRC < 1750 MW or unable to maintain system frequency at 60 Hz;
THEN:

· Verify with Shift Supervisor a public appeal has been issued

· Determine when system conditions require the deployment of Load Resources and/or ERS Resources (Do Not forget the WS ERS if available):
· Deploy ERS-30 if not already done in EEA 1

· Deploy  ERS-10
· Deploy Load Resources Group 1 and/or 2 
· Using the Hotline, notify all QSEs to implement EEA 2 and any measures associated with EEA 1, if not already implemented. 



	ERS

Resources
	IF:

· Deploying ERS, the Resource Operator must complete the XML deployment of the ERS before the Hotline call is made.

· Deploy all ERS Resources as a single group.

· If it is June – September and during Business Hour BH2 or BH3 on a business day

Typical Hotline Script for deploying ERS-10 / ERS-30 / both ERS-10 and ERS 30 / ERS-30 including Weather Sensitive ERS / ERS-10 and ERS-30 including Weather Sensitive: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 2 and is issuing an appeal through the public news media for voluntary energy conservation.  All [10 min / 30 min / both 10 min and 30 min / 30 min including Weather Sensitive / 10 min, 30 min including Weather Sensitive] ERS Resources with an obligation in the current time period have been deployed.  Implement all measures associated with EEA 1 if not already implemented.  [QSE] please repeat this back to me..”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Load

Resources
	IF:

· Deploying Load Resources, the Resource Operator must complete the XML deployment of the Load Resources before the Hotline call is made.
· PRC < 1750 MW, deploy Group 1
· PRC < 1375 MW, deploy both Groups 1 and 2 simultaneously
Typical Hotline Script for deploying Load Resources Group 1 / Load Resources Group 1 and 2: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 2 and is issuing an appeal through the public news media for voluntary energy conservation.  [Group 1 / Group 1 and 2] Load Resources have been deployed.  Implement all measures associated with EEA 1, if not already implemented. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	When

ERS

Business Hours

Change
	IF:

· ERS Resources are deployed and  the Business Hour is changing
· If it is June – September and during Business Hour BH2 or BH3 on a business day; 

THEN:

· After Resource Operator has completed the XML deployment, make the QSE hotline call
Typical Hotline for deploying ERS-10 / ERS-30 / both ERS-10 and ERS-30 / ERS-10, ERS-30 including Weather Sensitive Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is in EEA 2.  All [10 min / 30 min / both the 10 min and 30 min / 10 min and 30 min including Weather Sensitive] ERS Resources with an obligation in the current time period have been deployed.    [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.



	NOTE
	· All Load Resources, 10 MIN ERS, and 30 MIN ERS must be deployed before firm load

	Media Appeal
	· Unless already in effect, verify with the Shift Supervisor that the communications group has issued an appeal through the public news media for voluntary energy conservation,  
· Notify QSEs, via Hotline, that a media appeal for conservation is in effect.
Typical Hotline Script: 
· “This is ERCOT Operator [first and last name]; ERCOT has issued an appeal through the public news media for voluntary energy conservation.  Any questions?  Thank you”.

	Log
	Log all actions.

	Implement EEA Level 3

	EEA3
Unable to 

Maintain

59.8 Hz

	IF:

· Unable to maintain system frequency at 59.80 Hz;

THEN:

· Using the Hotline, notify all QSEs to implement EEA 3 and any measures associated with EEA 1 and 2, if not already implemented.
Typical Hotline Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 3, [MW Amount] of firm load is being shed.  Implement all measures associated with EEA 1 and 2, if not already implemented. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	When

ERS

Business Hours

Change
	IF:

· ERS Resources are deployed and  the Business Hour is changing

· If it is June – September and during Business Hour BH2 or BH3 on a business day; 

THEN:

· After Resource Operator has completed the XML deployment, make the QSE hotline call

Typical Hotline for deploying ERS-10 / ERS-30 / both ERS-10 and ERS-30 / ERS-10, ERS-30 including Weather Sensitive Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is in EEA3.  All [10 min / 30 min / both the 10 min and 30 min / 10 min and 30 min including Weather Sensitive] ERS Resources with an obligation in the current time period have been deployed.    [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Log
	Log all actions.


5.4
Restore EEA Levels

Procedure Purpose:  To restore the ERCOT grid to normal state as system conditions warrant while recovering from an EEA event.

	Protocol Reference
	6.5.9.4.1(e)
	6.5.9.4(3)(g)
	6.5.9.4.3
	

	Guide Reference
	4.5.3.5
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 14
	Effective Date:  April 4, 2014


	Step
	Action

	Restore Firm Load

	RESERVES
	1375 MW of PRC must be restored within 90 minutes.

	1
	IF:

· Sufficient Regulation Service exists to control to 60 Hz, AND
· PRC – Regulation Up Responsibility is ≥ 1375 MW for the last 15 minutes;
THEN:

· Using the Hotline, notify all QSEs of firm load restoration.
Typical Hotline Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is restoring firm load. 

[QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Move From EEA Level 3 to EEA Level 2

	1
	IF:

· Sufficient Regulation Service exists to control to 60 Hz, AND
· PRC is ≥ 1750 MW, AND
· All firm load has been instructed to be restored;
THEN:

· Using the Hotline, notify all QSEs of the reduction from EEA 3 to EEA 2
· Coordinate with the Resource Desk and recall Load Resources 
Typical Hotline Script for Load Resource recall: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is moving from EEA 3 to EEA 2.  QSEs are to recall all Load Resources at this time.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Log
	Log all actions.

	NOTE
	Once Load Resources are recalled, they have 3 hours to return to service.

	Move From EEA Level 2 to EEA Level 1

	1
	IF:

· The system can maintain PRC ≥ 2300 MW, AND
· All Load Resources have been instructed to be restored;
THEN:

· Using the Hotline, notify all QSEs of the reduction from EEA 2 to EEA 1
· Coordinate with the Resource Desk and recall the 10 MIN and/or 30 MIN, including the weather-sensitive ERS Resources.
Typical Hotline Script for ERS recall: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is moving from EEA 2 to EEA 1.  QSE’s are to recall [10 MIN], [30 MIN], [weather-sensitive ERS], [both 10 MIN and 30 MIN] or [both 10 MIN and 30 MIN including weather-sensitive] ERS Resources at this time. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	NOTE
	Once ERS Resources are recalled, they have 10 hours to return to service.

	Move From EEA Level 1 to EEA 0

	1
	IF:

· The system can maintain PRC ≥ 2300 MW, AND
· All uncommitted units secured in EEA 1 can be released, AND
· Emergency energy from the DC Ties is no longer needed; 
THEN:

· Uncheck the EEA flag in EMS and make inactive,  
· Using the hotline, notify all QSEs of the termination of EEA.
Typical Hotline Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is terminating EEA 1.  A Watch still remains in effect.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Cancel Watch

	1
	WHEN:

· PRC is ≥ 2800 MW, AND
· Non-Spin has been recalled;
THEN:

· Cancel Watch
Typical Hotline Script:
“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is canceling the Watch for Physical Responsive Capability.   At this time, Resource testing may resume.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.


5.5
Restoration of Primary Control Center Functionality
Procedure Purpose: To be performed once the Real-Time Operator has arrived at ACC.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	 
	


	Version: 1 
	Revision: 4
	Effective Date:  December 13, 2013


	Step
	Action

	NOTE
	Before normal operation can be restored, be sure to communicate with the other desks to determine the current state of the grid and any communications that may have taken place with Market Participants.

	Restoring

Frequency 

Control
	WHEN:
· SCED is functional;
THEN:

· Remove the QSE that was directed on constant frequency by ending the VDI.
· Put ERCOT AGC into “ON” mode.

	Return to 

Normal

QSE

Notification
	When ready to resume normal operations:

· Check with RUC Operator on desk status to include in hotline call if appropriate
· Place the following Hotline call to the QSEs:
Typical Hotline Script: 

 “This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name]; at [xx:xx], ERCOT is canceling the Emergency Notice and is resuming normal operations from the [alternate/primary] control center.  [Select QSE], Please repeat that back for me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Log
	Log all actions.


6.0
Weather Events

6.1
Hurricane/Tropical Storm

Procedure Purpose: To ensure ERCOT is prepared for an approaching Hurricane/Tropical Storm
	Protocol Reference

	6.3.2(3)(a)(ii)
	6.5.9.3(2)&(3)
	6.5.9.3.1(4)
	6.5.9.3.2(4)

	
	6.5.9.3.3(6)
	6.5.9.3.4(1)
	
	

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	COM-002-2

R2
	
	
	


	Version: 1 
	Revision: 4
	Effective Date:  December 13, 2013


	Step
	Action

	NOTE


	Hurricane / Tropical Storm notifications are called when there is a probability of landfall in the ERCOT Region.  (http://www.nhc.noaa.gov)

	OCN
	When an approaching Hurricane / Tropical Storm is approximately 5 days away.
Using the Hotline, issue an OCN to all QSEs:
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing an OCN for [Tropical Storm/Hurricane] [Name] due to a probability of making landfall in the ERCOT Region. QSEs are instructed to:

· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,

· Review Planned Resource outages and consider delaying maintenance,

· Review emergency operating procedures and notify ERCOT of any changes or conditions that could affect System Reliability. 
ERCOT will continue to monitor the Storm. [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Advisory
	When an approaching Hurricane / Tropical Storm is approximately 3 days away.
Using the Hotline, issue an Advisory to all QSEs:
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing an Advisory for the [Tropical Storm/Hurricane] [Name] in the Gulf of Mexico which is currently projected to impact the ERCOT Region. QSEs are instructed to:

· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,

· Review Planned Resource outages and consider delaying maintenance,

· Review emergency operating procedures and notify ERCOT of any changes or conditions that could affect System Reliability.
· Direct Plant Operators to prepare for projected severe weather conditions and review procedures for operating in the lead due to possible high voltage concerns
· Notify ERCOT if relocating personnel to backup control centers 
ERCOT will continue to monitor the Storm [QSE] please repeat this back to me.””

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Watch
	When approaching Hurricane / Tropical Storm is 1 day away.
Using the Hotline, issue a Watch to all QSEs: 

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing a Watch for [Tropical Storm/Hurricane] [Name] in the Gulf of Mexico which is projected to make landfall near [Place] at [time].   QSEs are instructed to:
· Notify all Resources of conditions  
· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,

· Review emergency operating procedures and notify ERCOT of any changes or conditions that could affect System Reliability.
· Make available, any Resources that can be returned to service and keep COPs and HSLs updated 
ERCOT will continue to monitor the Storm. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Emergency

Notice
	When Hurricane / Tropical Storm is in the ERCOT Region and is beginning to have an adverse impact on the ERCOT System. 

Using the Hotline, issue an Emergency Notice to all QSEs:
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name]. At [xx:xx], ERCOT is issuing an Emergency Notice due to [Tropical Storm/Hurricane Name] having an adverse impact on the ERCOT System [specify condition].  QSEs are instructed to:

· Be prepared to reduce Generator output due to anticipated load loss and respond to voltage support issues as requested,
· Keep COPs and HSLs current. 
ERCOT will continue to monitor [Tropical Storm/Hurricane Name].  [QSE] please repeat this back to me.” 

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Post
	Coordinate with the Transmission & Security Operator for the posting of the notices on MIS Public.

	Cancel

Posting
	Coordinate with the Transmission & Security Operator for the cancelation of the postings on MIS Public.

	Log
	Log all actions.


6.2
Extreme Cold Weather
Procedure Purpose: To ensure ERCOT and Market Participants are prepared for extreme cold weather operations.
	Protocol Reference

	6.3.2(3)(a)(ii)
	6.5.9.3(2)&(3)
	6.5.9.3.1(4)
	6.5.9.3.2(4)

	
	6.5.9.3.3 (6)
	6.5.9.3.4 (1)
	
	

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	COM-002-2

R2
	
	
	


	Version: 1 
	Revision: 9
	Effective Date:  December 22, 2014


	Step
	Action

	NOTE


	· Extreme cold weather notifications will be issued when temperatures and/or wind chill is expected to be below freezing for sustained periods and may abnormally impact load levels or generation availability.
· For such events, additional reserves may be necessary. 

	OCN
	When approaching extreme cold weather is up to 5 days away,  using the Hotline issue an OCN to all QSEs:
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name]. At [xx:xx], ERCOT is issuing an OCN for an extreme cold weather system approaching in the next 5 days with temperatures anticipated to remain 32°F or below in the three largest weather zones.  QSEs are instructed to:
· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,
· Review Planned Resource outages and consider delaying maintenance or returning from outage early,
· Review and implement winterization procedures.  Notify ERCOT of any changes or conditions that could affect system reliability. 
ERCOT will continue to monitor the extreme cold weather system. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Advisory
	When approaching extreme cold weather is 3 days away, using the Hotline issue an Advisory to all QSEs:
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing an Advisory for the extreme cold weather system approaching in the next 3 days with temperatures anticipated to remain 32°F or below in the three largest weather zones.  QSEs are instructed to:
· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,
· Review Planned Resource outages and consider delaying maintenance or returning from outage early,
· Review and implement winterization procedures.  Notify ERCOT of any changes or conditions that could affect system reliability.
ERCOT will continue to monitor the extreme cold weather system. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Watch
	When approaching extreme cold weather is 1 day away, using the Hotline issue a Watch to all QSEs:
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing a Watch for the extreme cold weather system approaching tomorrow. Temperatures are expected to remain 32°F or below in the three largest weather zones.  QSEs are instructed to :
· Make available, any Resources that can be returned to service and keep COPs and HSLs updated,  
· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,
· Prepare for higher than usual loads and the possible need for additional Ancillary Services,
· Review and implement winterization and emergency operating procedures, including utilization of Resource pre-warming techniques.  Notify ERCOT of any changes or conditions that could affect System Reliability.
ERCOT will continue to monitor the extreme cold weather system. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Emergency

Notice
	When extreme cold weather has arrived and is beginning to have an adverse impact on the ERCOT System, using the Hotline issue an Emergency Notice to all QSEs:
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name]. At [xx:xx], ERCOT is issuing an Emergency Notice, the extreme cold weather system is beginning to have an adverse impact on the ERCOT System such as [state what the adverse impacts are].  QSEs are instructed to:

· Make Resources available that can be returned to service and keep COPs and HSLs updated,
· Keep ERCOT informed of  known or anticipated fuel restrictions,
· Notify ERCOT of any changes or conditions that could affect System Reliability.
ERCOT will continue to monitor the extreme cold weather system. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Post
	Coordinate with the Transmission & Security Operator for the posting of the notices on MIS Public.

	Cancel

Posting
	Coordinate with the Transmission & Security Operator for the cancelation of the postings on MIS Public.

	Log
	Log all actions.


6.3
Extreme Hot Weather
Procedure Purpose: To ensure ERCOT and Market Participants are prepared for Extreme Hot weather operations.
	Protocol Reference

	6.3.2(3)(a)(ii)
	6.5.9.3(2)&(3)
	6.5.9.3.1(4)
	6.5.9.3.2(4)

	
	6.5.9.3.3 (6)
	6.5.9.3.4 (1)
	
	

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	COM-002-2
R2
	
	
	


	Version: 1 
	Revision: 7
	Effective Date:  June 1, 2014


	Step
	Action

	NOTE
	Extreme Hot weather notifications are issued when:

Temperatures are forecasted to be 103°F or above in the North Central and South Central weather zones. 

– OR – 

Temperatures are forecasted to be 94°F or above in the North Central and South Central weather zones during the following months (October – May). 

	OCN
	When extreme hot weather is forecasted approximately 5 days away.  using the Hotline issue an OCN to all QSEs:
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing an OCN for the extreme hot weather with forecasted temperatures to be above [103°F or 94°F] in the North Central and South Central weather zones.   QSEs are instructed to:

· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,

· Review Planned Resource outages and consider delaying maintenance,

· Review and implement weatherization and emergency operating procedures and notify ERCOT of any changes or conditions that could affect System Reliability.
ERCOT will continue to monitor the weather system. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Advisory
	When extreme hot weather is forecasted approximately 1 to 3 days away, using the Hotline issue an Advisory to all QSEs:
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing an Advisory for the extreme hot weather with forecasted temperatures to be above [103°F or 94°F] in the North Central and South Central weather zones.   QSEs are instructed to:

· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,

· Review Planned Resource outages and consider delaying maintenance,

· Review and implement weatherization and emergency operating procedures and notify ERCOT of any changes or conditions that could affect System Reliability.
ERCOT will continue to monitor the weather system. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Watch
	When extreme hot weather is projected for next day or current day and ERCOT has reliability concerns, using the Hotline issue a Watch to all QSEs: 

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing a Watch for the extreme hot weather with forecasted temperatures to be above [103°F or 94°F] in the North Central and South Central weather zones [today or tomorrow].  ERCOT is expecting statewide power supplies to be very tight.  QSEs are instructed to:
· Make available any Resources that can be returned to service and keep COPs and HSLs updated,

· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,
· Review and implement weatherization and emergency operating procedures and notify ERCOT of any changes or conditions that could affect System Reliability.
ERCOT will continue to monitor the weather and will convey information and directives as conditions warrant. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Emergency

Notice
	When extreme hot weather has arrived and is beginning to have an adverse impact on the ERCOT System, using the Hotline issue an Emergency Notice to all QSEs:
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing an Emergency Notice, the extreme hot weather system is beginning to have an adverse impact on the ERCOT System such as [state what the adverse impacts are].
· Make Resources available that are able to return to service and keep COPs and HSLs updated

· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,
· Prepare for higher than usual loads and the possibility of deploying Load Resources and/or ERS Resources.

ERCOT will continue to monitor the extreme hot weather system and will convey information and directives as conditions warrant. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Post
	Coordinate with the Transmission & Security Operator for the posting of the notices on MIS Public.

	Cancel

Posting
	Coordinate with the Transmission & Security Operator for the cancelation of the postings on MIS Public.

	Log
	Log all actions.


6.4
Other Significant Weather Events

Procedure Purpose:  Monitor severe weather conditions which can arise with little or no warning that could possibly impact the ERCOT Grid.
	Protocol Reference
	6.3.2(3)(a)(ii)
	6.5.9.3(2)&(3)
	6.5.9.3.1(4)
	6.5.9.3.2(4)

	
	6.5.9.3.3 (6)
	6.5.9.3.4 (1)
	
	

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	COM-002-2

R2
	
	
	


	Version: 1 
	Revision: 7
	Effective Date April 4, 2014


	Step
	Action

	NOTE
	Significant weather events can consist of, but are not limited to the following:

· Tornados
· Strong straight line winds
· Hail
· Severe lightning
· Flooding
· Freezing precipitation

· Hard freeze

	OCN/
Advisory/

Watch


	When a significant weather event that could or does impact the ERCOT Region, make the proper notification.

Using the Hotline, issue a notification to all QSEs:

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing a [OCN/Advisory/Watch] due to [type of weather event] in the [location on the grid].  If you experience any issues as a direct result of the weather event, notify ERCOT.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Post
	Coordinate with the Transmission & Security Operator for the posting of the notices on MIS Public.

	Cancel

Posting
	Coordinate with the Transmission & Security Operator for the cancelation of the postings on MIS Public.  

	Log
	Log all actions.


7.0
Communication Testing
7.1
Monthly Testing of Satellite Phones

Procedure Purpose:  To ensure ERCOT maintains communication capability via the Satellite Phone System.
	Protocol Reference
	
	
	
	

	Guide Reference 
	
	
	
	

	NERC Standard
	COM-001-1.1
R2
	EOP-005-1
R5
	
	


	Version: 1 
	Revision: 4
	Effective Date:  December 13, 2013


	Step
	Action

	Primary Control Center

	NOTE
	When a participant dials into the conference bridge before the moderator dials in, they will hear music and be placed on hold.

	NOTE
	On the first weekend of each month, between the hours of 0000 Saturday and 0500 Monday, the Satellite Phone System Conference Bridge will be tested with the TOs.  As the Shift Supervisor makes the call to the individual TO, they will set a time that the ERCOT Operator will call the Satellite Phone System Conference Bridge and establish communication with the appropriate TO.

	NOTE
	Use the ERCOT Satellite Phone User Guide (See Desktop Guide Common to Multiple Desks Section 2.7) for a list of the TOs that will be contacted by the ERCOT Operator and instructions on how to place a Satellite Phone System Conference Bridge call.

	NOTE
	The numbers for the ERCOT Operator to call into the Conference Bridge are Desk specific.

Select:

SATELLITE directory or go to page 35 to view the programmed numbers on the Turret Phone for each Bridge:

· BLACKSTRT RUC – RUC Desk
· BLACKSTRT RES – Resource Desk
· BLACKSTRT REAL – Real-Time Desk
· BLACKSTRT TS#1 – Transmission Desk (Island Coordination)
· BLACKSTRT TS#2 – Transmission Desk 

	1
	IF:

· The pre-programmed number does not function correctly,
THEN:

· Refer to the ERCOT Satellite Phone User Guide (See Desktop Guide Common to Multiple Desks Section 2.7.2) for the appropriate conference number and continue with this procedure.

	2
	When prompted:

· Enter the Moderator Pass Code
· If necessary, allow five minutes for Participants to dial in
· As each Participant connects, record the following:
· Name of Participant
· Company Name
· Any problems identified with the connection process

	3
	IF:

· One or more of the QSEs fail to connect to the Bridge call,
THEN:

· Investigate the cause and log the following:
· Reason for inability to connect
· Actions taken by ERCOT
· Establish a time for a retest of the QSEs that were unable to connect in the initial test.

	4
	Inform the Shift Supervisor when test is complete indicating any issues identified.

	Log
	Log all actions.

	Alternate Control Center

	1
	When working out of the Alternate Control Center during the monthly scheduled dates:

· Test the Turret Satellite Phone on each desk. 

	2
	Inform the Shift Supervisor when testing has been completed and identify any issues encountered.

	Log
	Log all actions.


8.0
Perform Miscellaneous
8.1
Responding to Market Participant Issues
Procedure Purpose:  Responding to Market Participant issues regarding website questions, SCED Deployments, LMPs, etc.
	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 6
	Effective Date:  April 4, 2014


	Step
	Action

	Backup/Alternate Control Center Transfer

	1
	When notified by a QSE that they will be transferring to or from their backup/alternate control center,  
· Identify the [QSE] in the email notification
· Send e-mail to “1 ERCOT System Operators”
· Make log entry.

	Log
	Log all actions.

	QSE Issues

	1
	If a QSE is not satisfied with ERCOT Operations responses to their issues, refer them to their Wholesale Client Representative for clarification/resolution.

	2
	If the issue is with ERCOT systems applications (ICCP down, etc.), notify the ERCOT Help Desk.

	3
	If a QSE is having an issue with ERCOT system applications (unable to access the portal, outage scheduler, etc.), instruct them to call the ERCOT Help Desk.

	
	Notify the Shift Supervisor of any actions taken and unresolved issues.

	Log
	Log all actions.

	Missing Data from MIS Postings

	1
	IF:

· A call is received about data missing or data being incorrect,
THEN:

· Transfer the call to the Help Desk, and
· Notify the Shift Supervisor and Operations Support Engineer.

	Log
	Log all actions.

	Requests to Decommit Self-committed Resource in Operating Period

	1
	IF:

· A request is made by a QSE to decommit a self-committed Resource in the Operating Period;
THEN:

· Transfer the call to the Resource Operator to issue the QSE requested decommit.

	Power System Stabilizers (PSS) & Automatic Voltage Regulators (AVR)

	1
	WHEN:

· Notified by a QSE of a change in status with any PSS or AVR;
THEN:

· Transfer call to the ERCOT Transmission Operator.
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7.1
	1.0 / 1
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1.0 / 7

1.0 / 5

1.0 / 5

1.0 / 6

1.0 / 1

1.0 / 1
	Updated step Hotline Call
Updated NERC Standard reference table

Added projected reserve capacity shortage and Extreme Hot Weather in Watch
Updated step 1 in Advisory & Watch

Updated 2nd Note, step 1 in Implement EEA 1, step Media Appeal & 1 in Implement EEA 2A, 1st Note & step 2 in Implement EEA 2B
Added Note to Move From EEA 3 to EEA 2B and Move From EEA 2A to EEA 1

Updated temperature from 102 to 103

Updated 4th note and step 1
	September 1, 2011

	3.2

5.3

5.4
	1.0 / 7

1.0 / 6

1.0 / 7
	Updated SCED Failure step 2 and 3, RLC Failure step 3 and LFC (AGC) Failure step 3

Combined EEA 2A & B per NPRR 379

Combined EEA 2 A & B per NPRR 379
	October 1, 2011

	3.2
	1.0 / 8
	Updated script for LFC and EMS Failure
	November 1, 2011
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4.1
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6.3


	1.0 / 1

1.0 / 4

1.0 / 5
1.0 / 8

1.0 / 3


	Added step Review, Updated “Site Failover with W-N Active”

Added Note to Large Resource Trips or Runbacks

Updated Post in “Scripts” Updated “OCN” and “Advisory” 

All procedures in this manual have been reviewed.
	December 15, 2011
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	1.0 / 1

1.0 / 7
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	Updated Scope

Updated Response to High Frequency & Response to Low Frequency
Updated Large Resource Trips or Runbacks, Quick Start Generation Resource
Updated Market Participant Backup Control Center Transfer 
	January 19, 2012
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7.1

8.1
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1.0 / 8

1.0 / 7

1.0 / 9

1.0 / 7

1.0 / 2

1.0 / 3


	Updated paragraph 4

Updated BAAL

Updated Desktop Guide reference & step QSE Override & QSE unable to Override
Updated step 1 in Watch

Updated Step 1 in Implement EEA Level 1
Updated Desktop Guide references

Changed title names, updated steps 1 & 3 & step Power System Stabilizers (PSS) & Automatic Voltage Regulators (AVR)
	March 1, 2012
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1.0 / 9

1.0 / 6
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1.0 / 8

1.0 / 10

1.0 / 4
1.0 / 2

1.0 / 4

1.0 / 4


	Changed TSO, DSP to TO

Changed Shift Engineer to Operations Support Engineer, removed Automatic SCED Runs & Hydro Generation in Fast Response Mode, updated Note, Monitor/Deploy, 15 minutes, 20 minutes in Response to Low Frequency 
Updated step 2, 4 & 5, added SCED Data Input Failure, updated RLC Failure, LFC Failure, & EMMS Failure sections

Updated Nerc Recovery Criteria step & step 3

Updated Requirements and Notes
Changed Shift Engineer to Operations Support Engineer, deleted Large Resource Trips or Runbacks section

Updated OCN, Advisory, Watch, Emergency Notice sections

Deleted Cold Weather, replaced with Extreme Cold Weather

Section changed to Extreme Hot Weather, added OCN and Emergency Notice steps

Section number changed

Changed Shift Engineer to Operations Support Engineer
	May 1, 2012

	3.1
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5.2
	1.0 / 10

1.0 / 5

1.0 / 6
	Added back step Hydro Generation Operating in Synchronous Condenser Fast Response Mode

Updated to reflect changes in the TAC approved Non-Spin document

Updated to reflect changes in the TAC approved Non-Spin document
	May 14, 2012
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5.4

6.3
	1.0 / 5

1.0 / 8

1.0 / 8

1.0 / 3
	Updated Site Failover step

Updated EILS to ERS per NPRR 451

Updated EILS to ERS per NPRR 451

Updated EILS to ERS per NPRR 451
	June 1, 2012
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7.1
	1.0 / 1

1.0 / 6

1.0 / 11

1.0 / 9

1.0 / 9

1.0 / 5

1.0 / 4

1.0 / 3
	Removed ERCOT Shift Supervisor paragraph

Updated all steps
Updated all step 1’s
Updated 2nd note, added TCEQ, & XML for ERS
Clarified LR and ERS recalls

Updated script for Emergency Notice

Updated script for Emergency Notice

Updated 4th note
	July 16, 2012
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	1.0 / 7

1.0 / 11

1.0 / 9

1.0 / 10


	Added note to step Database Load

Updated Frequency Deviations and Monitor Frequency for the Loss of EMS or Site Failover
Incorporated NPRR348
Added 30 MIN ERS and updated steps 1, 2 & 3 on Implement EEA Level 1
	August 29, 2012
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3.5

4.1

5.3


	1.0 / 1

1.0 / 3

1.0 / 3

1.0 / 10

1.0 / 11


	Added Hotline Call Communication 

Updated step 3

Updated per NOGRR100

Added Note to Shut-down/Start-up Process and new Combine Cycle Generation Resources section

Updated ERS scripts
All procedures in this manual have been reviewed.
	November 1, 2012
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	1.0 / 4

1.0 / 12

1.0 / 0
1.0 / 10

1.0 / 7

1.0 / 6

1.0 / 4

1.0 / 2

1.0 / 10


	Updated step 3

Updated BAAL 
New procedure, Monitor Large Ramp Events
Updated section # & SCED failure step 2

Updated section #

Updated section #

Updated section #

Updated section #

Updated Cancel Watch

All procedures in this manual have been reviewed.
	March 1, 2013
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1.0 / 11
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1.0 / 8

1.0 / 12
1.0 / 11

1.0 / 3

1.0 / 3

1.0 / 6
1.0 / 5

1.0 /5
	Updated scripts

Updated scripts

Updated Monitor Frequency for the Loss of EMS or Site Failover & Actions when Frequency Telemetry is Incorrect 

Updated scripts

Updated scripts

Updated script

Updated scripts

Added QSGR Decommitment step to QSGR
Added Generic and Specific scripts

Updated Note and scripts
Updated TCEQ section and scripts
Updated scripts
Updated scripts
Updated scripts
Updated scripts
Updated scripts
Correct spelling and updated script
	June 1, 2013
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3.8

5.1

5.3

5.4
	1.0 / 9

1.0 / 14

1.0 / 2

1.0 / 0
1.0 / 13

1.0 / 13

1.0 / 12
	Changed title name & updated step EMS Changes & added MMS Changes

Updated steps Base Point Deviation & 10 Minutes 
Updated 1st note

Moved procedures from Resource desk 
Updated step 1 in Watch & Emergency Notice

Updated step Pilot Project WS ERS

Updated step Reserves
	July 15, 2013

	2.6

3.2

3.8

4.1
	1.0 / 10

1.0 / 3

1.0 / 1

1.0 / 12
	Updated MMS Changes

Updated 1st Note

Updated Unit & Load RRS Shortage & Not Dispatchable to SCED
Updated Shutdown/Startup
	August 9, 2013

	3.8

	1.0 / 2

	Updated Unit RRS Shortage, Load RRS Shortage, REG Shortage, & added Real-Time Non-Spin Shortage
	September 27, 2013
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5.3

5.4

5.5

6.1
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1.0 / 4
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1.0 / 9

1.0 / 7

1.0 / 4

1.0 / 13

1.0 / 14

1.0 / 9

1.0 / 14

1.0 / 13

1.0 / 4

1.0 / 4

1.0 / 7

1.0 / 6

1.0 / 6

1.0 / 4

1.0 / 5


	Updated step Log

Updated step Frequency Deviations & step Log

Updated step Log

Updated step Log
Updated step Log

Added step RMR & updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated note and step Log

Updated step Log

Added & updated step Log

All procedures in this manual have been reviewed
	December 13, 2013
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	1.0 / 11

1.0 / 13
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	Updated for NPRR542
Updated for NPRR542

Updated for NPRR542, deleted West to North GTL and updated procedure for North to Houston to a new GTL
	January 1, 2014
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1.0 / 8
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1.0 / 14

1.0 / 15
1.0 / 14

1.0 / 7
1.0 / 6


	Updated Site Failover Complete

Updated VDI information, step Monitor/Deploy & step 10 Minutes in Response to Low Frequency

Updated VDI information

Updated VDI information

Updated step Terminating Time Error Correction

Updated VDI information

Updated ERS, Media appeal, TCEQ and VDI information
Updated steps Reserves and 1 in Restore firm load and step 2 in Move From EEA Level 2 to EEA Level 1  
Updated Note
Updated Requests to Decommit Self-committed Resource in Operating Period
	April 4, 2014
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6.2

6.3
	1.0 / 2

1.0 / 17

1.0 / 15

1.0 / 15

1.0 / 16

1.0 / 10

1.0 / 8

1.0 / 7
	Added VDIs to Master QSEs

Updated step BAAL

Updated SCED Failure & SCED Data Input Failure steps

Updated QSGR in Quick Start Generation Resource

Added Note, updated Market Notices Advisory & Watch

Updated Watch steps

Updated Emergency Notice step

Updated Emergency Notice step
	June 1, 2014

	3.5

5.3
	1.0 /9

1.0 / 16
	Updated Deploying Non-Spin, added HASL Release & Recall

Added Media Appeal
	August 1, 2014

	4.1

5.1

5.3
	1.0 / 16

1.0 / 17

1.0 / 17
	Updated Reference section step 2

Updated Generic Script

Added HASL Release step
	October 1, 2014
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5.1

5.3


	1.0 / 1

1.0 / 3

1.0 / 13

1.0 / 16

1.0 / 10

1.0 / 18

1.0 / 18


	Updated all steps
Updated step Send E-mail

Deleted Site Failover with W-N Active & updated step If EBPs are Needed 

Updated 1st note & updated scripts
Added new procedure, “Valley Generation”

Updated GMD scripts

Updated scripts to consolidate

All procedures in this manual have been reviewed
	December 15, 2014
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	Updated Note and scripts
	December 22, 2014
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