Power Operations Bulletin # 700
ERCOT has posted/revised the Resource manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.2
Communication
Procedure Purpose:  To ensure that three part communication is used for all directives and ensuring all QSEs receive Hotline calls.

	Protocol Reference
	6.5.7.8(4)
	6.5.7.8(6)
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	COM-002-2

R2
	
	
	


	Version: 1 
	Revision: 3
	Effective Date:  March 1, 2015


	Step
	Action

	Three-Part Communication

	NERC
	Each Reliability Coordinator, Transmission Operator, and Balancing Authority shall issue directives in a clear, concise, and definitive manner, shall ensure the recipient of the directive repeats the information back correctly; and shall acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	NOTE
	A directive is an authoritative instruction or direction; specific order.

	1
	ERCOT ISO is the Reliability Coordinator, Transmission Operator, and Balancing Authority.

When issuing a directive you shall use three-part communication:

· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement

Failing to do any of the three parts is a NERC Reliability Standard violation.

	2
	Many scripts have been placed throughout these procedures as a reminder of three-part communication.  However, a script cannot be provided for every scenario.  Effective three-part communication skills are mandatory.

	Hotline Call Communication

	1
	When making Hotline calls, verify that every QSE has answered.

IF:
· Not every QSE answered the Hotline;

THEN:

· Contact them using their OPX line or LD line to provide them with the message

· Inquire why they were not on the Hotline call

· Open a Help ticket if ERCOT’s Telecommunications department is needed to investigate.

	
	

	Dispatch

	Definitions
	· Dispatch is the act of issuing Dispatch Instructions.

· A Dispatch Instruction is a specific command issued by ERCOT to a QSE or TO in the operation of the ERCOT System.  When appropriate, an electronic dispatch instruction is issued.

	Verbal Dispatch Instruction (VDI)

	Definition
	· A Dispatch Instruction issued orally.

	Master QSE

	1
	Direct a VDI to the Master QSE of a Generation Resource that has been split to function as two or more Split Generation Resources as deemed necessary by ERCOT to effectuate actions for the total Generation Resource for instances when electronic Dispatch Instructions are not feasible.

	LOG
	Log all actions.


3.3
Notifications for Diminishing Reserves and Deploying Non-Spin
Procedure Purpose:  Monitor the Physical Responsive Capability (PRC) for issuing advance notice of diminishing Responsive Reserve.  This also includes the deployment of Non-Spin when PRC drops below 2500 MW.
	Protocol Reference
	3.17.3(2)
	6.5.7.6.2.2(13)
	6.5.7.6.2.3
	6.5.9.4.1(d)

	
	6.5.9.4.1(e)
	
	
	

	Guide Reference
	4.5.3.1(d)
	4.5.3.1(e)
	
	

	NERC Standard
	EOP-001-2.1b R2.1
	EOP-002-3.1 R2, R4
	IRO-005-3-1a
R1.4, R1.5
	


	Version: 1 
	Revision: 13
	Effective Date:  March 1, 2015


	Step
	Action

	
	· 
· 

	Advisory

	Issue

Advisory
	WHEN:

· PRC falls < 3000 MW;
THEN:

· Coordinate with the Real-Time Operator and Shift Supervisor, 
· Post message on MIS Public 
Typical MIS Posting: 

“ERCOT is issuing an Advisory for Physical Responsive Capability less than 3000 MW.” 

	Cancel

Advisory
	WHEN:

· PRC > 3000 MW;

THEN:

· Coordinate with Real-Time Operator and Shift Supervisor, AND

· Cancel message on MIS Public.

	Log
	Log all actions.

	Watch

	Deploy

Off-Line

Non-Spin
	WHEN:

· PRC falls < 2500 MW;
THEN:

· Coordinate with Real-Time Operator and Shift Supervisor,
· Coordinate with the Transmission Operator to verify the Non-Spin does not create congestion,

· Deploy Non-Spin, (Refer to Desktop Guide Resource Desk Section 2.1.1)

· Post message on MIS Public

Typical MIS Posting: 

“At [x:xx] approximately [xx] MW of Non-Spin has been deployed, anticipated duration is [xx].”

	Post
Watch
	
· 

· 
· 
Post message on MIS Public:
Typical MIS Posting:
“ERCOT is issuing a Watch for Physical Responsive Capability less than 2500 MW”.

	Additional

Deployment
	IF:

· Additional Non-Spin becomes available going into next hour;

THEN:

· Determine if the additional Non-Spin is needed, 

· Deploy if needed (Refer to Desktop Guide Resource Desk Section 2.1.1)

	Commit
	IF:

· Notified by a QSE that their Off-line Non-Spin obligation has ended, AND

· PRC < 2500 MW;

THEN:

· Request that the Resource stay On-line,

· Issue an electronic Dispatch Instruction (see Desktop Guide Common to Multiple Desks Section 2.3)

· Choose Resource tab

· Choose Commit as the Instruction Type 

· State Capacity in Other Information

· Confirm with Market Participant electronic Dispatch Instruction received. 
When issuing a VDI or when confirming the receipt of an electronic Dispatch Instruction ensure the use of three-part communication:

· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement

	NOTE
	If Non-Spin is deployed from one operating day to the next operating day, new deployments will need to be sent for the new day.  

	Recall

Non-Spin
	WHEN:

· PRC > 2800 MW;

 THEN:

· Coordinate with the Real-Time Operator and Shift Supervisor
· Recall the Non-Spin (Refer to Desktop Guide Resource Desk Section 2.1.4)
· Post message on MIS Public

Typical MIS Posting: 

· “At [x:xx], All Non-Spin has been recalled.”

	Cancel

Watch
	
· 

· 
· 
Cancel message on MIS Public.

	Log
	Log all actions.
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3.4
System Failures

Procedure Purpose: To ensure Market Participants are notified via MIS Public using Notice Builder of any SCED/RLC/LFC (AGC) failures.

	Protocol Reference
	6.5.9.2(2)
	6.5.9.3.3(2)(g)
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 8
	Effective Date:  March 1, 2015


	Step
	Action

	1
	WHEN:

· Notified by the Real-Time Operator of a SCED/RLC/LFC(AGC) failure;
THEN:
· Post the appropriate message on MIS Public
· WATCH for SCED failure

· Emergency Notice if both MMS and EMS have failed
Typical MIS posting:
“ERCOT has issued an [Watch or Emergency Notice] due to the failure of [SCED/RLC Failure], and/or [LFC].”

	2
	WHEN:

· Notified by the Real-Time Operator that SCED/RLC/LFC(AGC) has been restored;
THEN:

· Cancel message on MIS Public

	Log
	Log all actions.


3.5
Responding to GTLs 

Procedure Purpose:  Deployment/Termination of Non-Spin Reserve Service and/or Load Resources for Congestion Management as requested by the Transmission Operator.
	Protocol Reference
	6.5.7.6.2.3(10)
	
	
	

	Guide Reference 
	
	
	
	

	NERC Standard
	TOP-004-2

R1, R2, R6
	TOP-007-0

R3
	TOP-008-1

R1, R2
	


	Version: 1 
	Revision: 13
	Effective Date:  March 1, 2015


	Step
	Action

	North to Houston Interface

	Deploy

Non-Spin

	WHEN:

· Notified by the Transmission Operator to deploy Non-Spin in the Houston area for the North-Houston Interface;
THEN:

· Deploy Non-Spin in the Houston area (Coast Weather Zone WZ_COAST) (Refer to Desktop Guide Resource Desk Section 2.1.3)

	NOTE
	To the extent that ERCOT deploys a Load Resource that has chosen a block deployment option, ERCOT shall either deploy the entire offer or, if only partial deployment is possible, skip the offer by the Load Resource with the block deployment option and proceed to deploy the next available Resource.

	NOTE
	If Non-Spin is deployed from one operating day to the next operating day, new deployments will need to be sent for the new day.

	Deploy Load

Resources


	WHEN:

· Notified by the Transmission Operator to deploy Load Resources in the Houston area for the North-Houston Interface;
THEN:

· Deploy Load Resources in the Houston area (Coast Weather Zone WZ_COAST) by XML (Refer to Desktop Guide Resource Desk Section 2.2.2).

	Recall

Load

Resources
	WHEN:

· Notified by the Transmission Operator to recall Load Resources in the Houston area for the North-Houston Interface;
THEN:

· Recall Load Resources in the Houston area (Coast Weather Zone WZ_COAST) by sending a Zero MW XML (Refer to Desktop Guide Resource Desk Section 2.2.4). 

	Recall

Non-Spin
	WHEN:

· Notified by the Transmission Operator to recall Non-Spin in the Houston area for the North-Houston Interface;
THEN:

· Recall Non-Spin in the Houston area (Coast Weather Zone WZ_COAST) by sending a Zero MW XML, (Refer to Desktop Guide Resource Desk Section 2.1.4). 

	Rio Grande Valley Interface

	Deploy Load

Resources


	WHEN:

· Notified by the Transmission Operator to deploy Load Resources in the Rio Grande Valley;
THEN:

· Deploy Load Resources (Refer to Desktop Guide Resource Desk Section 2.2.3).

	Recall

Load

Resources
	WHEN:

· Notified by the Transmission Operator to recall Load Resources in the Rio Grande Valley;
THEN:

· Recall Load Resources in the Rio Grande Valley (Refer to Desktop Guide Resource Desk Section 2.2.4). 

	Log
	Log all actions.


3.6
Deploying Non-Spin for Local Congestion

Procedure Purpose:  Mitigating local congestion.
	Protocol Reference
	6.5.7.6.2.3(1)
	
	
	

	Guide Reference 
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 11
	Effective Date:  March 1, 2015


	Step
	Action

	1
	IF:
· Notified by the ERCOT Transmission and Security operator that specific Resources carrying Non-Spin are needed for local congestion; 
THEN:
· Deploy specific Resources

	NOTE
	If Non-Spin is deployed from one operating day to the next operating day, new deployments will need to be sent for the new day.

	2
	IF:
· The Non-Spin obligation ends for the Resource deployed, AND

· The Resource is still needed; 
THEN:
· Issue an electronic Dispatch Instruction (see Desktop Guide Common to Multiple Desks Section 2.3)

· Choose Resource tab

· Choose Commit as the Instruction Type 

· State Local Congestion in Other Information
· Confirm with Market Participant electronic VDI received. 
When issuing a VDI or when confirming the receipt of an electronic Dispatch Instruction ensure the use of three-part communication:

· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement

	3
	IF:
· An additional Resource is needed to be deployed; 
THEN:
· The previous Resource deployed will need to be deployed again, along with the additional Resource.

	Termination
	IF:
· Notified by the ERCOT Transmission and Security Operator that Non-Spin is no longer needed;

THEN:
· Recall the Non-Spin, by sending a Zero MW XML (Refer to Desktop Guide Resource Desk Section 2.1.4).

	LOG
	Log all actions.


3.7
Unannounced Resource Testing

Procedure Purpose: This procedure provides direction and guidelines for conducting unannounced testing of resources.

	Protocol Reference
	8.1.1.2
	
	
	

	Guide Reference
	3.3.1
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 0
	Effective Date:  March 1, 2015


	Step
	Action

	Unannounced Resource Testing

	NOTE
	· Operations Analysis will provide the list of resources to be tested.

· The list of units are located at ERCOT SharePoint > System Operations – Control Center > Documents > Unannounced Unit Testing List. Use the current document.

· In addition, the Shift Supervisor may request at his discretion an unannounced test of any resource, other than Hydro, Wind and Nuclear-fueled Resources.

· Tests may be conducted as they best fit within the activities of the ERCOT Control Room, a minimum of 4 resources per week.

· The Resource to be tested must be On-line before beginning the test.

· No more than two Generation Resources within one QSE simultaneously, Combine Cycle Resources associated to the same train will be counted as one Generation Resource.

· To identify potential congestion it may be necessary to conduct a Security Analysis Study using a Powerflow Base Case or Real-time Snap shot of the System. 

· NDCRC – Net Dependable Capability / Reactive Capability is located on the ERCOT MIS in the Applications folder 

· Operations Analysis will complete the following items in the NDCRC:

· Current Seasonal HSL(Net MW)

· 30 Min Avg Real Time Telemetry (MW)

· Additional Comments

· Overall Test Results

	Reference
	Please refer to Desktop Guide Common to Multiple Desks for Unannounced Resource Testing process.

	Caution
	· Do not perform an unannounced test during a Watch for PRC or EEA event.

· Do not perform an unannounced test on a unit with an approved unit test.
· If an unannounced test is underway when a Watch or EEA event commences, the test may be cancelled.

	Testing 

Rules

and 

Scripts
	ISSUE an instruction to the QSE for the Resource being tested.  The QSE has the following time to reach its HSL, depending on its output when the test begins:

· At LSL – 60 minutes to reach 90% of HSL, and an additional 20 minutes to reach HSL

· Between LSL and 50 % of HSL – 60 minutes to reach HSL

· Above 50 % of HSL – 30 minutes to reach HSL

Typical script:
“This is ERCOT operator [first and last name]. ERCOT is issuing a VDI at [time] to perform an Unannounced Unit Test on [Resource name].  Change the Resource status to “ONTEST” and increase the Resource output to the current telemetered HSL of XXX MW.  The Resource will have [XXX] minutes to reach the telemetered HSL.  Once the Resource has met the time requirement or reached its HSL, HOLD the Resource at its HSL or above for at least 30 minutes.  [QSE] please repeat this back to me.  That is correct, thank you.”

The QSE will release all Ancillary Service obligations carried by the unit to be tested and change the Resource status to “ONTEST.”

Combine Cycle Resources should include all units of the train.

All QSEs associated with a jointly owned unit will be tested simultaneously.

When the Resource reaches the time requirement or it’s HSL, SUSTAIN it at or above  the Resources HSL for at least 30 minutes.  NOTIFY the QSE that the test is complete, and RELEASE the resource from its VDI.

If the Resource fails to reach its HSL within the time frame, CONTINUE TO HOLD the resource for at least 30 minutes, and LOG this in the ERCOT logs.  NOTIFY the QSE that the test is complete, and RELEASE the Resource from its VDI.

Typical script:
“This is ERCOT operator [first and last name]. At [time], ERCOT is ending the unannounced test on [Resource name], please return to normal operation.  I will be sending you the electronic Dispatch Instruction that you will need to acknowledge.  Submit the results from the test on the NDCRC within 2 business days.  [QSE] please repeat this back to me.  That is correct, thank you.”

COMPLETE the ERCOT values on the Unannounced Seasonal Generation Verification Test via the NDCRC application on the ERCOT MIS in a reasonable timeframe.

MIS>Applications>NDCRC

	Electronic

Dispatch

Instruction
	Issue electronic Dispatch Instruction when test is complete so that the initiation and completion times are correct:

ISSUE: 

· Electronic Dispatch Instruction to QSE (see Desktop Guide Common to Multiple Desks Section 2.3)

· Choose “UNANNOUNCED CAPACITY TEST” as the Instruction Type from Resource level

· Initiation Time and Completion Time should be correct times

· In text, state “RETEST” if applicable

· Confirm with Market Participant electronic Dispatch Instruction received.

When issuing a VDI or when confirming the receipt of an electronic Dispatch Instruction ensure the use of three-part communication:

· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement

                 

	Retest
	· The QSE can have the opportunity to request another test as quickly as possible (at a time determined by ERCOT) and may request a retest up to two times per month

·  QSEs should submit retest requests to shiftsupv@ercot.com.  

· Any requested retest must take place within three Business Days after the request for retest

· Any VDI issued as a result of a QSE-requested retest will be considered as an instructed deviation only for compliance purposes
ISSUE: 

· Electronic Dispatch Instruction to QSE (see Desktop Guide Common to Multiple Desks Section 2.3)

· Choose “UNANNOUNCED CAPACITY TEST” as the Instruction Type from Resource level

· Initiation Time and Completion Time should be correct times

· In text, state “RETEST”

· Confirm with Market Participant the electronic Dispatch Instruction was received.

When issuing a VDI or when confirming the receipt of an electronic Dispatch Instruction ensure the use of three-part communication:

· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement

	Demonstration 

Test
	The QSE may demonstrate an increased value of HSL by operating the Generation Resource at an Output Schedule for at least 30 minutes.  In order to raise an output schedule above the Seasonal HSL, the QSE may set the Resource telemetered HSL equal to its output temporarily for the purposed of the demonstration tests.  The test must take place within three Business Days after the request.  

· Send an e-mail to:

· Operations Analysis

· Shift Supervisors

	Notify
	When test is complete, include the following information:

· Resource(s) 

· Date

· Notification Time

· Start time of 30 Minute Hold

· Completion Time

Send an e-mail to:

· Operations Analysis

· Shift Supervisors

	Log
	Log all actions.


4.
Decommitment Request
5.1
Supplemental Ancillary Service Market

Procedure Purpose:  To open and execute a Supplemental Ancillary Service Market (SASM) for A/S when the DAM process is insufficient, when increasing A/S above DAM requirement, when there is infeasibility (stranded) caused by congestion, or failure to provide by the QSE.

	Protocol Reference
	3.16
	5.2.2.2
	6.4.9.1
	6.4.9.1.1

	
	6.4.9.1.2
	6.4.9.1.3
	6.4.9.2
	6.5.7.5(2)

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version:  1
	Revision: 19
	Effective Date:  March 1, 2015


	Step
	Action

	NOTE
	· There is no definitive time by which a SASM needs to start, however the SASM process must be completed at least one hour before the start of the Operating Hour (Example: for A/S needed in HE 14, SASM must be completed by HE 12).  The SASM timeline depends on the triggering of the event.

· ERCOT may not buy more of one A/S in place of the quantity of a different service.

· A QSE may not self-arrange for A/S procured in response to Emergency Conditions.
· 

	SASM

Failure
	IF:

· The SASM workflow controller fails during any stage of the run;

THEN:

· Manually create a savecase before workflow is shutdown (see Desktop Guide Common to Multiple Desks Section 2.16)
· Press the Abort button to cancel the current run,

· Press the Shut Down button,

· Press the Start-up button,

· Press the Run All button to restart the sequence

IF:

· The SASM workflow controller continues to fail;

THEN:

· Notify Market Operations

	Procurement of Ancillary Services when DAM process is insufficient

	Procurement

Timeline
	If the Day-Ahead Market is aborted the ancillary services have to be procured through SASM.  The SASM must be executed in the Adjustment Period for the next day (which starts at 1800). ERCOT shall allow at least 1 hour between the issuance of the Watch and the beginning of this SASM.  The SASM timeline is as follows

Time X = Notify QSEs of time the SASM will begin
Time X + 30min = Determine amount of A/S to be procured
Time X + 35min = Execute SASM 
Time X + 45min = Notify QSEs with awards

Time X + 60min = Validate COPs for A/S Resource Responsibility

	1
	IF:

· The Day-Ahead Market is aborted;

THEN:

· Verify that the RUC Operator has issued a Watch,

· Procure adequate Ancillary Services for the next operating day through a SASM, (Refer to Desktop Guide Resource Desk Section 2.4.4)

	2
	IF:

· SASM did not procure the amount of A/S requested;
THEN:

· Notify the Shift Supervisor of the remaining A/S insufficiencies to be procured through RUC if necessary.

	3
	PREPARE:
· Email with the following information:

· SASM ID  (use YYYYMMDDHHMMSS format)
· Delivery Date

· Delivery Hour

· QSE and Resource name (if known) you are replacing the AS for

· AS type(s)

· MW amounts you are replacing

· Total MW amount SASM has awarded

· Verify PVT transferred

SEND:
· E-mail to the following distribution list

· SASM

	
	
· 

	Increasing Ancillary Services for Extreme Cold Weather

	NOTE
	When temperatures or wind chill is expected to be below freezing for sustained periods and may impact load levels or generation availability, it may be necessary to procure additional Non-Spin and/or RRS.  After DRUC has completed, determine if sufficient reserves are available to meet peak demand.

	
	


· 
· 


	A/S Plan Increase

Timeline
	Time X is greater than two hours from the start of the Operating Hour for which the additional A/S capacity is required. The timeline is as follows:

Time X = Notify QSEs, post on MIS Secure
Time X + 30 min = QSEs to update Offers
Time X + 35 min= Execute the SASM 

Time X + 45 min = Publish results

Time X + 60 min = Validate COPs and A/S schedules

	1
NOTE:

SASM time

XX:XX should be 

30 minutes

later than

time hotline

call issued
	IF:

· Temperature or wind chill is forecasted to be below 32°F, AND

· OPSMON: 11 COP vs MTLF ‘SS_HASL_MARGIN’ < 600 MW,

OR

· Temperature or wind chill is forecasted to be below 20°F, AND

· OPSMON: 11 COP vs MTLF ‘SS_HASL_MARGIN’ < 1300 MW;
THEN:

· Issue a Watch by making a Hotline to QSEs

· Post message on MIS Secure

· Notify Transmission Operator to make Hotline call to TOs

· Procure additional Non-Spin and/or RRS through a SASM (Refer to Desktop Guide Resource Desk Section 2.4.3).

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx] ERCOT is issuing a Watch due to the need to increase the system wide Ancillary Services requirement above what was procured in the Day-Ahead Market due to the anticipation of extreme cold weather.  At [xx:xx] ERCOT will open a SASM to procure [A/S type(s)] for hours [hours] for operating day [day].  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	2
	WHEN:

· SASM is complete;
THEN:

· Notify the Shift Supervisor if any insufficiencies exists to determine if procurement through RUC is needed (RUC as capacity, do not assign A/S to the Resource).
THEN:
· Cancel the Watch by making Hotline call to QSEs

· Cancel posting on MIS Secure

· Notify Transmission Operator to make Hotline call to TOs

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  The SASM has completed and ERCOT is canceling the Watch for increasing Ancillary Services. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	3
	PREPARE

· Email with the following information:

· SASM ID  (use YYYYMMDDHHMMSS format)
· Delivery Date

· Delivery Hour

· QSE and Resource name (if known) you are replacing the AS for

· AS type(s)

· MW amounts you are replacing

· Total MW amount SASM has awarded

· Verify PVT transferred

SEND:

· E-mail to the following distribution list:
· SASM

	
	
· 

	
	
· 

· 
· 
· 





	LOG
	Log all actions.

	Increasing Ancillary Services for other reasons

	A/S Plan Increase

Timeline
	Time X is greater than two hours from the start of the Operating Hour for which the additional A/S capacity is required.  The timeline is as follows:

Time X = Notify QSEs and post on MIS Secure
Time X + 30 min = QSEs to update Offers
Time X + 35min= Execute the SASM 

Time X + 45min = Publish results
Time X + 60min = Validate COPs and A/S schedules

	1
NOTE:

SASM time

xx:xx should

be 30 minutes

later than

time hotline

call issued
	IF:

· More Ancillary Services are needed for one or more Operating Hours than were provided in the Day-Ahead;
THEN:

· Issue a Watch by making a Hotline to QSEs

· Post message on MIS Secure

· Notify Transmission Operator to make Hotline call to TOs

· Procure more Ancillary Services through a SASM (Refer to Desktop Guide Resource Desk Section 2.4.3).

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx] ERCOT is issuing a Watch due to the need to increase the system wide Ancillary Services requirement above what was procured in the Day-Ahead Market due to [state the reason].  At [xx:xx] ERCOT will open a SASM to procure the additional [type of A/S] Ancillary Services for hours [hours] for operating day [day].  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	2
	IF:

· SASM did not procure the amount of A/S requested;
THEN:

· Notify the Shift Supervisor of the remaining A/S insufficiencies to be procured through RUC if necessary.
IF: 

· SASM procured the additional A/S;
THEN:
· Cancel the Watch by making Hotline call to QSEs

· Cancel posting on MIS Secure

· Notify Transmission Operator to make Hotline call to TOs

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  The SASM has completed and ERCOT is canceling the Watch for increasing Ancillary Services. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct

	3
	PREPARE:
· Email with the following information:

· SASM ID  (use YYYYMMDDHHMMSS format)
· Delivery Date

· Delivery Hour

· QSE and Resource name (if known) you are replacing the AS for

· AS type(s)

· MW amounts you are replacing

· Total MW amount SASM has awarded

· Verify PVT transferred

SEND:
· E-mail to the following distribution list:

· SASM

	
	
· 

	
	
· 

· 
· 
· 





	Replacement of Ancillary Service Due to Infeasibility or Failure to Provide

	NOTE
	· Undeliverable/Infeasibility is when a QSE can not provide their A/S because ERCOT has asked them to move it due to congestion

· Failure to provide is all other reasons

	Undeliverable

/Insufficient A/S Timeline
	If the SASM is being executed to replace A/S capacity, either due to transmission constraints or QSE failure to provide, the timeline is as follows:

Time X = Determine type and amount of A/S to procure. Notify QSEs and post on MIS Public
Time X + 30min = QSEs to update Offers
Time X + 35min = Execute the SASM
Time X + 45min = Publish Awards
Time X + 60min = Validate COPs and A/S schedules

	Infeasibility
	IF:

· A/S capacity allocated to a Resource is undeliverable based on system conditions;
THEN:

· Provide QSE the following information:
· The amount by which the QSE must reduce the A/S currently allocated to each affected Resource, and

· The start and stop times of the reduction
Within the two-hour advance notice, the QSE may do one of the following:
· Substitute capacity from other Resources,
· Substitute capacity from other QSE using A/S trades, or 

· Replace all or part of the A/S through a SASM
· 
· 
· 
· 

	Failure to
Provide
	IF:

· Some or all of a QSE’s Resource-specific A/S capacity will not be available in Real-Time;
THEN:

· Substitute capacity to meet its responsibility, or

· Request it be replaced through a SASM

	1
	IF:

· A QSE is unable to provide the A/S capacity allocated to a specific Resource;
THEN:

· Determine if the infeasible/insufficient amount is significant enough to replace through SASM 

IF:

· It is determined that a SASM should be run;
THEN:
· Post on MIS Public
Typical Posting:
“ERCOT will execute a SASM at [xx:xx] for operating day [xx/xx/xx] for HE [xx-xx] for [type of A/S] MW [X], [X], [X]”.
THEN:

· Execute SASM (Refer to Desktop Guide Resource Desk Section 2.4.1 or 2.4.2).

	2
	IF:

· SASM did not procure the amount of A/S requested;
THEN:

· Notify the Shift Supervisor of the remaining A/S insufficiencies to be procured through RUC if necessary. 

	3
	IF:

· A QSE is unable to provide their SASM awards;
THEN:

· Determine if there is time to open an additional SASM, AND
· Send failure to provide notification.

	4
	Cancel posting on MIS

	5
	PREPARE:
· Email with the following information:

· SASM ID  (use YYYYMMDDHHMMSS format)
· Delivery Date

· Delivery Hour

· QSE and Resource name (if known) you are replacing the AS for

· AS type(s)

· MW amounts you are replacing

· Total MW amount SASM has awarded

· Verify PVT transferred

SEND:
· E-mail to the following distribution list;

· SASM

	
	
· 

	Daily Reconfiguration SASM

	Daily SASM Timeline
	(Refer to Desktop Guide Resource Desk Section 2.4.7)

Reconfiguration Supplemental Ancillary Service Market (SASM) allows QSEs to modify their Ancillary Services (AS) during the Operating Day.  Reconfiguration SASMs are expected to be run daily for Operating Hours HE 13 thru 24.) 

The timeline is as follows:

Time 08:45 = Events-AS_Resp_Check for 0900 (Start Now) commit to Database 
Time 09:00 = Execute SASM
Time 09:15 = Notify QSEs with awards

Time 09:30 = Validate COPs and A/S schedules

	1
	QSEs must have valid AS Offers of an amount equal to or greater than the requested reconfiguration amount; 

IF:

· There are not sufficient AS Offers to cover the total requested amount;
THEN:

· Do not publish the SASM, 

· Post an Operational Information message, low priority, on MIS Public

· Send email to SASM distribution list
· QSEs will retain their original AS Supply Responsibility and should update their COPs accordingly
Typical MIS Posting:
The Daily Reconfiguration SASM will not be occurring due to insufficient AS Offers.

	2
	IF:

· There are NO participating QSEs in the reconfiguration SASM process;
THEN:

· Do not proceed with SASM process

· Post an Operational Information, low priority, message on MIS Public

· Send email to SASM distribution list

Typical MIS Posting:
The Daily Reconfiguration SASM will not be occurring due to zero participating QSEs.

	3
	IF:

· There ARE participating QSEs in the reconfiguration SASM

THEN:

· Proceed with the reconfiguration SASM
PREPARE:
· Email with the following information:

· SASM ID  (use YYYYMMDDHHMMSS format)
· Delivery Date

· Delivery Hour

· QSE

· AS type(s)

· MW amounts you are replacing

· Total MW amount SASM has awarded

· Verify PVT transferred

SEND:

· E-mail to the following distribution list:

· SASM

	
	
· 

	LOG
	Log all actions.
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6.1
Manage Resource Forced & Maintenance Outages

Procedure Purpose:  Monitor and respond to Resource Forced and Maintenance outages.
	Protocol Reference


	2.1
	3.1.1(2)(j)
	3.1.4.2
	3.1.4.4

	
	3.1.4.5
	3.1.4.6
	3.1.4.7
	3.1.6.4(4)

	
	3.1.6.7
	3.1.6.9
	3.1.6.10
	3.1.6.11

	
	6.4.7
	
	
	

	Guide Reference
	2.4
	
	
	

	NERC Standard
	TOP-002-2

R6
	
	
	


	Version: 1 
	Revision: 7
	Effective Date:  March 1, 2015


	Step
	Action

	Forced Outages

	NOTE
	The QSE should:
· Immediately notify ERCOT of a forced outage,
· Enter the forced outage in the Outage Scheduler within two hours,  
· Update their COP within 1 hour
· Update their telemetry.
 A call to the QSE may be necessary if the above are not complete within the designated time frame.

	NOTE
	ERCOT Operators can only make the following changes in the Outage Scheduler:

· Remove actual start/end time if it is within 2 hours of the time the MP entered the outage,
· Change status,
· Add notes

If a MP needs assistance or is unable to enter their outages, direct them to Outage Coordination.  Outage Coordination has an “Impersonation” certification that will allow them to make the needed changes.

	Maintenance Outages

	Definition
	· Level 1- Equipment that must be removed from service within 24 hours to prevent a potential Forced Outage;

· Level 2 - Equipment that must be removed from service within 7 days to prevent a potential Forced Outage; and

· Level 3 - Equipment that must be removed from service within 30 days to prevent a potential Forced Outage.

	Maintenance Outage with start time ≤ 24 Hours
	IF:

· A Maintenance Outage is received, review the outage if the scheduled start time is within the next 24 hours;

THEN:
· Discuss with the Transmission and Security Operator to determine if the outage will cause any reliability issues.

	Accept
Maintenance Outage with start time ≤ 24 Hours
	IF:

· No reliability issues identified;
THEN:

· Accept the Maintenance Outage.

	Coordinate Maintenance Outage with start time ≤ 24 Hours
	IF:

· Reliability issues exist;
THEN:

· Coordinate the start of the outage with the QSE to ensure system reliability as long as the outage is allowed to start within 24 hours, AND
· Accept the Maintenance Outage.

	Coordinate
Maintenance Level 2 and 3  Outage ≤ 24 Hours
	REQUEST:

· Support from the Transmission Desk or Shift Supervisor,
IF: 

· Maintenance Level 2 and 3 outages are received with a start time of less than the next 24 hours, AND
· Reliability issues exist;
THEN:

· Coordinate the start of the outage with the QSE to ensure system reliability as long as the outage is within the allowed Maintenance Level 2 (7 Days) and 3 (30 Days) outage criteria,  

· ERCOT Outage Coordination group may help coordinate a new start time.
IF: 

· Reliability issues continue;
THEN:
· REQUEST the Operations Support Engineer investigate the development of a MP or TOAP (see section 4.6 Mitigation Plan) located in the Transmission Desk Procedure,
· Accept the Maintenance Outage after coordination.

	Maintenance Level 2 and 3 Outages
	IF:

· Maintenance Level 2 and 3 outages are received with a start time of greater than the next 24 hours;

THEN:

· The ERCOT Outage Coordination group has a process to review all Maintenance Level 2 and 3 outages without further action.

	Log
	Log all actions.

	Forced Derate

	
	IF:

· A Resource’s capability is reduced by 10 MW or 5% of its Seasonal net max sustainable rating and is expected to last more than 48 hours;
THEN:

· The QSE must do the following:
· Enter the derating into the Outage Scheduler as a Forced Outage,
· Replace AS responsibility if applicable
· Update their COP to reflect the changes,
· Update the necessary telemetered parameters for the Resource.

	Short-Noticed Resource Outages

	
	IF:

· A newly proposed Resource Outage or proposed changes to a Planned Outage is submitted three days or less from the outage start date;

THEN:

· Notify Outage Coordination Group.

	Opportunity Outages

	NOTE
	Opportunity Outages for Resources are a special category of Planned Outages that may be approved by ERCOT when a specific Resource has been forced Off-Line due to a Forced Outage and the Resource has been previously accepted for a Planned Outage during the next eight days.  The QSE must give as much notice as practicable to ERCOT.

	1
	WHEN:

· A Forced Outage occurs on a Resource that has an accepted or approved Outage scheduled within the following eight days, AND
IF:

· Approved by ERCOT;
THEN:

· The Resource may remain Off-Line and start the accepted or approved Outage earlier than scheduled.
IF:

· Reliability issues exist;
THEN:

· Reject the outage to ensure system reliability,
IF:

· No issues identified;
THEN:

· Approve the Outage as received,

· Notify the QSE and Outage Coordination Group.

	Returning from Planned Outage Early

	Verify
	IF:

· A Resource returns from a Planned Outage early;
THEN:

· Coordinate with the Transmission and RUC Operators to determine if there is an associated transmission outage or any reliability issues exist.

	Approve
	IF:

· No issues identified;
THEN:

· Notify the QSE of approval and to update their COP and Telemetry, 
· Notify the Outage Coordination Group.

	Deny
	IF:

· Reliability issues, OR
· Transmission is not available;
THEN:

· Coordinate between the TO and QSE to schedule a time agreeable to both parties for all facilities to be restored to service,

· Notify the QSE within two hours, 
· Issue a VDI to stay Off-Line (see Desktop Guide Common to Multiple Desks Section 2.3)
· Choose “Can Not Return Early From Outage” as the Instruction Type from Resource level.
· Confirm with Market Participant electronic Dispatch Instruction received. 
When issuing a VDI or when confirming the receipt of an electronic Dispatch Instruction ensure the use of three-part communication:

· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement

	Log
	Log all actions.
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