Power Operations Bulletin # 690

ERCOT has posted/revised the Real Time  manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.3
Responding to Weather and Load Forecast Errors

Procedure Purpose:  Make corrections to errors in the weather forecast data (in EMS) and/or load forecast as needed to contribute to Reliable System Performance.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 1
	Effective Date:  December 15, 2014


	Step
	Action

	
	
· 

	Weather

Forecast
	IF:

· The weather forecast seems invalid;
THEN:

· Notify the ERCOT Meteorologist,
· 
· E-mail the information to:

· 1 ERCOT EMMS Production

· Load Forecasting & Analysis 
· 1 ERCOT Shift Supervisors  

	Load

Forecast
	IF:

· Adjustments need to be made to the load forecast or the forecast has not updated in 75 minutes or more;
THEN:

· Notify  a Load Forecast Analyst for adjustments or EMMS Production for forecast not updating
· E-mail the information to: 
· 1 ERCOT EMMS Production

· Load Forecasting & Analysis 
· 1 ERCOT Shift Supervisors 
Reference Display:

            Load Forecast Study Results and History.


2.4
Load Forecast Errors affecting the Resource Limit Calculator

Procedure Purpose: Make changes between Short Term Load Forecast (STLF) and Mid Term Load Forecast (MTLF) for proper calculation and deployment of Generation To Be Dispatched (GTBD). The selection of a correct load forecast is needed to contribute to Reliable System Performance.
	Protocol Reference 
	
	
	
	

	Guide Reference 
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 3
	Effective Date:  December 15, 2014


	Step
	Action

	NOTE
	The Load Forecast factor from STLF and MTLF is calculated every 3rd and 8th minute. This procedure outlines steps to select the MTLF from default STLF in Resource Limit Calculator (RLC) for GTBD calculation in the event there may be an error.

	Review
	Periodically review the Short Term Load Forecast (STLF) to verify its accuracy.

	STLF Issues
	IF:

· The Operator determines the STLF is not performing reasonably or there has been a telemetry spike causing STLF to spike up/down,
THEN:

· Check the box “Using MTLF in GTBD Calculation” in the parameter text box in RLC display. 
REVIEW REFERENCE DISPLAY:

·  EMP Applications>Resource Limit Calculator>Parm 

	Notify
	Call the Load Forecast Analyst supporting the LF application and notify them of the STLF issue and REQUEST immediate support to resolve the issue.

	Send

E-mail
	Notify by e-mail the following distribution lists of the issue:

· 1 ERCOT EMMS Production

· Load Forecasting & Analysis 
· Operations Analysis
· 1 ERCOT Shift Supervisors

	STLF Resolved
	WHEN:

· STLF is normal and telemetry spike issues have been resolved, 
THEN:

· Uncheck the box “Using MTLF in GTBD Calculation” in the parameter text box in RLC display. This will make STLF default forecast for calculating GTBD again,
VERIFY:

· The duration of bad-telemetry or spike has been over-written with good data otherwise this will affect the STLF in the future.
REVIEW REFERENCE DISPLAY:

· EMP Applications>Load Forecast>Related Display>Short-Term Forecast (STLF)>Short-Term LF Forecast - Chart

	Log
	Log all actions.


2.6
System Updates

Procedure Purpose: To provide notice to the Market Participants when ERCOT is performing updates to the Energy and Market Management Systems.
	Protocol Reference 
	
	
	
	

	Guide Reference 
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision:  13 
	Effective Date:  December 15, 2014


	Step
	Action

	EMS
Changes
	Approximately 5 - 30 minutes before a database load, local failover, or EMS migration, make the following Hotline call to QSEs:

Typical Hotline Script:
“This is ERCOT operator [first and last name], at [xx:xx], ERCOT will perform a [database load] [local failover] [EMS migration] on its Energy Management System.  During this time, SCED Base Points will reflect accurate dispatch instructions.  In the event ICCP is temporarily suspended, all systems should re-establish automatically within a few minutes.  Any questions”?

	MMS

Changes
	Approximately 5 - 30 minutes before a MMS migration, make the following Hotline call to QSEs:

Typical Hotline Script:
“This is ERCOT operator [first and last name], at [xx:xx], ERCOT will perform a migration on its Market Management System.  We do not expect to miss a SCED run.  Any questions?”

	Site Failover

Posting
	The site failover message is already built in Notice Builder under “EMMS Site Failover”.

	Site

Failover
	Approximately 5 - 30 minutes before site failover, make the following Hotline call to QSEs:

Typical Hotline Script:
“This is ERCOT operator [first and last name], at [xx:xx], ERCOT will perform a site failover of its Energy & Market Management Systems.  During this time, market communications will be unavailable for about 30 minutes, and real-time communications will be unavailable for about 5 minutes.  All systems should re-establish communications automatically.  Any questions?”

	




	
· 

· 






	Site

Failover

Complete
	Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. At [XX:XX], the site failover is complete.  Any questions?  Thank you.”

	If EBPs are needed
	IF:

· Site Failover is taking longer than expected and EMS is functional and MMS is not, or
· SCED is not solving with a valid solution and EBPs are needed;
THEN:

· Enter the EBP increment/decrement as needed to control frequency,

· Notify Resource Operator to post a message on MIS Public ,

· Notify Transmission Operator to make Hotline call to TOs, 

· Make the following hotline call to QSEs:

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is issuing a Watch and Emergency Base Points will be issued.  ERCOT will make another hotline call when the site failover is complete.  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	

	
· 
· 
· 

· 
· 
· 
· 





	Site

Failover

Complete If EBPs were needed
	WHEN:

· SCED is solving with a valid solution;
THEN:
· Remove the Emergency Base Point flag, 

· Initiate Hotline call to cancel the Watch,

· Notify Resource Operator to cancel MIS posting,

· Notify Transmission Operator to cancel the Watch with TOs.

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [XX:XX], the site failover is complete, SCED basepoints are now valid and ERCOT is canceling the Watch.  All QSEs should continue normal operations.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.


3.3
System Failures
Procedure Purpose:  To ensure that frequency is maintained in the event of an AGC failure.

	Protocol Reference
	6.3.3
	6.5.9.1(2)
	6.5.9.2
	

	Guide Reference
	2.2.4.3
	
	
	

	NERC Standard
	BAL-005-0.2b

R7
	
	
	


	Version: 1 
	Revision: 16
	Effective Date:  December 15, 2014


	Step
	Action

	SCED Failure

	NOTE
	When RLC sees that the SCED solution has not updated within the last 605 seconds, emergency base points (EBP) will automatically activate. Any time EBPs are activated, SCED solutions are being blocked from being communicated to MPs.  
The RLC Control Parameters (SCED Failure Threshold) should be set to 305 seconds.  This is due to a code that adds 300 seconds to the 305 seconds from SCED Failure Threshold Parameter in the display, so total number of seconds RLC waits for SCED solution is 605 before enabling the emergency base points.

	NOTE
	If for some reason a manual EBP is required for a Resource, communicate the Resource name, MW output requested, start time and duration of the dispatch instruction to the QSE representing the Resource. 

	1
	IF:

· Any module of the SCED Workflow Controller fails;
THEN:

· Manually run the SCED process.

	2
	IF:

· SCED still fails after manually running, AND

· EBPs have automatically activated;
THEN:

· Contact the Help Desk,
· Initiate the Watch Hotline call to QSEs, 
· Notify Resource Operator to post a message on MIS Public,

· Notify Transmission Operator to make Hotline call to TOs.
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing a Watch due to the failure of SCED.  ERCOT may issue Emergency Base Points until the issue is resolved.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	3
	EMP Applications>Generation Area Status>Related Displays>ERCOT Nodal Summary

MONITOR:

· Regulation Service (Up/Dn) margins to ensure frequency can be adequately maintained.
IF:

· It is determined that remaining Regulation Service (Up/Dn) is no longer sufficient to maintain system frequency;
THEN:

· Enter the EBP increment/decrement as needed to control frequency to recall deployed Regulation.
· Once the MW amount has ramped, the EBP amount will return to zero

	4
	WHEN:

· SCED is solving with a valid solution;
THEN:

· Remove the Emergency Base Point flag, 
· Initiate Hotline call to cancel the Watch,
· Notify Resource Operator to cancel MIS posting,
· Notify Transmission Operator to cancel the Watch with TOs.
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], SCED base points are now valid and ERCOT is canceling the Watch.  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Log
	Log all actions.

	SCED Data Input Failure

	1
	IF:

· SCED receives data input failures and gives erroneous results;

THEN:

· Manually activate EBP,

· Contact the Help Desk,

· Initiate the Watch Hotline call

· Notify Resource Operator to post the message on MIS Public,
· Notify the Transmission Operator to make Hotline call to TOs.

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing a Watch due to data input failure to SCED.  ERCOT may issue Emergency Base Points until the issue is resolved.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	2
	Follow steps 4 and 5 in SCED Failure above as needed.

	RLC Failure

	1
	The Resource Limit Calculator (RLC) can fail independently of AGC.  If RLC fails, SCED will not function (invalid results), even though it shows available.  A RLC failure will be displayed to the Operator in the upper right corner of the RLC display as follows:

· Process Status: RLC Up (Normal Operation)
· Process Status: RLC Down (will be displayed in RED when failed)
· RLC (PI Alarm) will be flashing RED.

	NOTE
	Regulation is functioning, RRS is not.  LFC (AGC) will automatically switch to EBP mode.

	2
	IF:

· RLC has failed;

THEN:

· Verify the status of AGC
· IF AGC is also failed, proceed to the EMS (LFC and RLC) Failure procedure
· Contact the Help Desk,

· Initiate a Watch Hotline call to QSEs
· Notify Resource Operator to post the message on MIS Public 
· Notify Transmission Desk Operator to make Hotline call to TOs.
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing a Watch due to a SCED failure.  ERCOT may issue Emergency Base Points until the issue is resolved.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	3
	EMP Applications>Generation Area Status>Related Displays>ERCOT Nodal Summary

MONITOR:

· Regulation Service (Up/Dn) margins to ensure frequency can be adequately maintained.
IF:

· It is determined that remaining Regulation Service (Up/Dn) is no longer sufficient to maintain system frequency;

THEN:

· Enter the EBP increment/decrement as needed to control frequency to recall deployed Regulation.
· Once the MW amount has ramped, the EBP amount will return to zero

	4
	WHEN:

· RLC is restored;

THEN:

· Remove the Emergency Base Point flag,

· Initiate Hotline call to cancel the Watch,

· Notify Resource Operator to cancel MIS posting,

· Notify Transmission Operator to cancel the Watch with TOs.

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], SCED solutions are now valid and ERCOT is canceling the Watch.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Log
	 Log all actions.

	LFC (AGC) Failure

	NOTE
	When LFC (AGC) is paused or suspended and RLC and SCED are functioning, then Regulation, RRS and EBP are not functioning.

	1
	IF:

· LFC is not functioning as indicated by:
· AGC is SUSPENDED or PAUSED OR
· “Last AGC Cycle” time on Generation Area Status display is not updating; 
THEN:

· Verify the status of RLC
· If RLC is also failed, proceed to the next procedure “EMMS Failure” 
· If RLC is still functioning properly, 
· Contact Help Desk,

· Continue with this procedure
REFERENCE Display: EMP Applications>Generation Area Status>Nodal Operational Status>Resource Limits Data

DETERMINE:

· Which QSE has ample capacity to place on constant frequency control, 
THEN:

· Direct selected QSE to go on constant frequency,
· As time permits, issue electronic VDI,
· Choose “OPERATE AT CONSTANT FREQUENCY” as the Instruction Type from QSE Level

· Confirm with Market Participant electronic VDI received. 
When issuing a VDI or when confirming the receipt of an Electronic VDI ensure the use of three-part communication:

· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement

· Place ERCOT AGC into ‘Monitor” mode.

Typical Script for Constant Frequency:
“This is ERCOT Operator [first and last name]. At [xx:xx], ERCOT is directing you to go on constant frequency until further notice due to an LFC failure.  The frequency bias to enter into your control system is [bias].  Please repeat this back to me.” 
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	THEN:

· Initiate the Emergency Notice Hotline call to QSEs

· Notify Resource Operator to post the message on MIS Public,

· Notify Transmission Operator to make Hotline call to TOs.

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name]. At [xx:xx], ERCOT is issuing an Emergency Notice due to LFC failure and has placed a QSE on Constant Frequency to provide regulation. SCED Base Points are valid and should be followed.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	3
	MONITOR:

· Frequency and capacity availability for QSE on constant frequency, AND/OR
· The QSE on constant frequency notifies ERCOT of capacity issue;
THEN:

· Determine available capacity for SCED and enter an operator manual offset, OR if no SCED room
· Request RUC Operator to decommit a Resource

	4
	WHEN:

· ERCOT AGC Control is functioning properly;
THEN:

· Direct QSE to come off Constant Frequency by ending the electronic VDI,
· Place ERCOT AGC back into “ON” mode,

· Initiate Hotline to cancel the Emergency Notice to  QSEs,

· Notify Resource Operator to cancel the MIS posting,

· Notify Transmission Operator to cancel the Emergency Notice with TOs. 
Typical Script for Constant Frequency:
“This is ERCOT Operator [first and last name]. At [xx:xx], LFC is now functioning, ERCOT is directing you to end constant frequency.  Please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name]. At [xx:xx], LFC is now functioning and ERCOT is canceling the Emergency Notice.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Log
	Log all actions.

	 EMMS (LFC and RLC/SCED) Failure 

	NOTE
	Regulation, RRS, UDBP, BP, EBP, and manual offset not functioning.

	1
	LFC (AGC):

· AGC is SUSPENDED or PAUSED,
· “Last ACE crossing zero” time on the Generation Area Status page is not updating,

· AGC operation adversely impacts the reliability of the Interconnection,

· SCED and EMS are not functioning,

· Problem cannot be resolved quickly
RLC:

· Process Status: RLC Down will be displayed in RED in the upper right hand corner of the RLC display
· RLC (PI Alarm) will be flashing RED.
REFERENCE Display: EMP Applications>Generation Area Status>Nodal Operational Status>Resource Limits Data

DETERMINE:

· Which QSE has ample capacity to place on constant frequency Control;

THEN:

· Direct the selected QSE to go on constant frequency
· As time permits, issue an electronic VDI
· Choose “OPERATE AT CONSTANT FREQUENCY” as the Instruction Type from QSE Level

· Confirm with Market Participant electronic VDI received. 
When issuing a VDI or when confirming the receipt of an Electronic VDI ensure the use of three-part communication:

· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement

· Place ERCOT AGC into “Monitor” mode
Typical Script for Constant Frequency:
“This is ERCOT Operator [first and last name]. At [xx:xx], ERCOT is directing you to go on constant frequency until further notice due to an LFC and SCED failure.  The frequency bias to enter into your control system is [bias].  Please repeat this back to me.  That is correct, thank you”.

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	THEN:

· Initiate the Emergency Notice Hotline call to QSEs,
· Notify Resource Operator to post the message on MIS Public,

· Notify Transmission Operator to make Hotline call to TOs

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing an Emergency Notice due to an LFC and SCED failure.  ERCOT has placed a QSE on Constant Frequency.  All remaining QSEs should hold their Resources to their current output level until instructed by ERCOT.  ERCOT may issue unit specific deployments to Resources as required.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	3
	MONITOR:

· Frequency and Capacity availability for QSE on constant frequency, AND/OR
· The QSE on Constant Frequency notifies ERCOT that they are having control issues;

THEN:

· Determine which QSE has the most available Capacity,

· Issue a unit specific instructions to assist the QSE on Constant Frequency,

· Choose “Other For Resource” as the Instruction Type

	4
	IF:

· There is no longer any available capacity to issue unit specific deployments;

THEN:

· Request RUC Operator to commit a Resource

	5
	WHEN:

· AGC and RLC is restored;

THEN:

· Direct QSE to come off constant frequency by ending VDI,
· Place ERCOT AGC back into “ON” mode,

· Cancel VDI(s) for additional generation, if issued,

· Initiate Hotline to cancel Emergency Notice to QSEs,
· Notify Resource Operator to cancel MIS posting,

· Notify Transmission Operator to cancel Emergency Notice with TOs.

Typical Script for Constant Frequency:
“This is ERCOT Operator [first and last name]. At [xx:xx], LFC is now functioning, ERCOT is directing you to end constant frequency.  Please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  At, [xx:xx], LFC is now functional and SCED solutions are valid.  ERCOT is canceling the Emergency Notice.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Log
	Log all actions.


3.5
Monitor Capacity and Reserves and Respond to Shortages or Surplus
Procedure Purpose:  Monitoring sufficient operating reserves.  Deploying and recalling Non-Spin and dealing with capacity surplus.
	Protocol Reference
	6.5.7.6.2.3
	6.5.9.4.1 (c)
	6.5.9.4.1(d)
	

	Guide Reference
	
	
	
	

	NERC Standard
	BAL-002-1

R2.4
	IRO-005-3.1a

R1.4, R1.5, R4
	
	


	Version: 1 
	Revision: 10
	Effective Date:  December 15, 2014


	Step
	Action

	NOTE
	The Day-Ahead process, the Adjustment Period process, and the Real-Time process must be utilized before ordering Resources to specific output levels with Emergency Base Point instructions.

	Insufficient Generation

	RMR
	Prior to declaring EEA, start RMR Units available in the time frame of the emergency.  RMR Units should be loaded to full capability.

	Deploying 

Non-Spin
	Triggers to deploy Non-Spin

MONITOR:

· The OpsMon Dashboard
· 01 SCED GEN ONLINE and scroll down to Lookahead Load Ramping from MTLF
· Avail CAP 30Min represents (HASL – Gen) – (30 minute load ramp)

IF:

· Avail_CAP_30Min < 0
THEN:

· Coordinate with the Resource Operator to deploy half of available Non-Spin.
IF:

· Avail_CAP_30Min < -300, OR

· PRC is < 2500 MW; 
THEN:

· Coordinate with the Resource Operator to deploy all of available Non-Spin.

	Recalling

Non-Spin
	WHEN:

· Avail_CAP_30Min > 1000, AND

· PRC is > 2800 MW;

THEN:

· Coordinate with the Resource Operator to recall half of the deployed Non-Spin.

WHEN:

· Avail_CAP_30Min > 1000, AND

· PRC is > 3000 MW;

THEN:

· Coordinate with the Resource Operator to recall all of the deployed Non-Spin.

	HASL
Release
	Triggers to manually deploy RRS

MONITOR:

· “HASL – Load Ramp” value on the Generation Area Status display, this is HASL – (Gen + 5 minute load ramp)

IF:

· HASL – Load Ramp < = 200 MW;

THEN:

· Manually deploy 500 MW of RRS.
· Ensure all Non-Spin has been deployed first before manually deploying the RRS.
IF:

· After Resources have responded to the previous deployment (if it has been at least 10 minutes), AND

· HASL – Load Ramp < = 200 MW; 

THEN:

· Manually deploy another 500 MW (it is incremental, enter 1,000).
IF:

· PRC < = 2000 MW; 

THEN:

· Manually deploy all remaining RRS.

	HASL

Recall
	WHEN:

· HASL – Load Ramp > 1600 MW AND/OR

· PRC > = 3300 MW, AND

· Frequency is 59.970 HZ or above;
THEN:

· Manually recall the RRS, which can be done in 500 MW steps.

	Surplus Generation

	SCED
Surplus
	MONITOR:

· The Generation Area Status Page

IF:

· (GEN-LDL) < 200 MW;

THEN:

· Consult with RUC Operator to ensure HRUC is seeing the situation and is decommitting Resources,

· If needed, request the RUC Operator to issue VDI to decommit a Resource  to help alleviate the surplus

	Log
	Log all actions.

	Valley Generation

	Monitor
	Market Operations>Reliability Unit Commitment>HRUC Displays>UC Displays>Output Display Menu>Generator Outputs>Generation Schedule

	1
	WHEN:

· Two or more Generation plants are scheduled to go Off-Line at the same time;
THEN:

· Notify AEP TO with the shut down time with at least an hours’ notice, they need to pre-posture reactive devices.  
· Passing this information to the Transmission and Security Operator to pass on is sufficient as well.


5.0
Emergency Operation

5.1
Market Notices

Procedure Purpose: Guidelines for issuing Emergency Conditions and the four possible levels: Operating Condition Notices (OCN), Advisories, Watches, and Emergency Notices.
	Protocol Reference

	6.3.2(3)(a)(i)(ii)
	6.3.3
	6.5.9.2(1)
	6.5.9.3

	
	6.5.9.3.1
	6.5.9.3.2
	6.5.9.3.3
	6.5.9.3.4

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	COM-002-2
R2
	EOP-001-2.1b

R3.1
	IRO-005-3.1a
R1.10
	


	Version: 1 
	Revision: 18
	Effective Date:  December 15, 2014


	Step
	Action

	OCN

	NOTE
	Consider the severity of the potential Emergency Condition.  The severity of the Emergency Condition could be limited to an isolated local area, or the condition might cover large areas affecting several entities, or the condition might be an ERCOT-wide condition potentially affecting the entire ERCOT System.

	1
	As directed by the Shift Supervisor or when appropriate, issue an Operating Condition Notice (OCN).  The OCN can be issued for any of the following reasons or to obtain additional information from Market Participants.
· There is a projected reserve capacity shortage that could affect reliability and may require more Resources
· When extreme cold weather is forecasted approximately 5 days away
· When extreme hot weather is forecasted approximately 5 days away

· When an approaching Hurricane / Tropical Storm is approximately 5 days away
· Unplanned transmission Outages that may impact reliability
· When adverse weather conditions are expected, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness

	Advisory

	1
	As directed by the Shift Supervisor or when appropriate, issue an Advisory.  The Advisory can be issued for any of the following reasons or to obtain additional information from Market Participants.
· When an approaching Hurricane / Tropical Storm is approximately 3 days away 
· When extreme cold weather is forecasted approximately 3 days away
· When extreme hot weather is forecasted approximately 1 to 3 days away

· When conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term reliability
· ERCOT may exercise its authority to increase Ancillary Service requirements above the quantities originally specified in the Day-Ahead Market in accordance with ERCOT Procedures
· When extreme weather or conditions require more lead-time than the normal Day-Ahead Market allows
· Transmission system conditions are such that operations within security criteria are not likely or possible due to Forced Outages or other conditions unless a CMP exists
· Loss of communications or a control condition is anticipated or significantly limited
· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request

	Watch

	1
	As directed by the Shift Supervisor or when appropriate, issue a Watch.  The Watch can be issued for any of the following reasons or to obtain additional information from the Market Participants.
· A projected reserve capacity shortage is projected with no market solution available that could affect reliability
· When an approaching Hurricane / Tropical Storm is approximately 1 day away
· When extreme cold weather is projected for next day or current day
· When extreme hot weather is projected for next day or current day
· Conditions have developed that require additional Ancillary Services in the Operating Period
· Insufficient Ancillary Services or Energy Offers in the DAM or in SASM
· Market-based congestion management techniques embedded in SCED will not be adequate to resolve transmission security violations
· Forced Outages or other abnormal operating conditions have occurred, or may occur that would require ERCOT to operate with active  violations of security criteria as defined in the Operating Guides unless a CMP exists
· ERCOT varies from timing requirements or omits one or more Day-Ahead or Adjustment Period and Real-Time procedures.

· ERCOT varies from timing requirements or omits one or more scheduling procedures in the Real-Time process.

· The SCED process fails to reach a solution, whether or not ERCOT is using one of the measures in Failure of the SCED Process.

· The need to immediately procure Ancillary Services from existing offers
· ERCOT may instruct TOs to reconfigure transmission elements as necessary to improve the reliability of the system
· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request

	Emergency Notice

	1
	As directed by the Shift Supervisor or when appropriate, issue an Emergency Notice.  The Emergency Notice can be issued for any of the following reasons or to obtain additional information from Market Participants.
· Loss of Primary Control Center functionality
· Load Resource deployment for North-Houston voltage stability 
· ERCOT cannot maintain minimum reliability standards (for reasons including fuel shortages) during the Operating Period utilizing every Resource practically obtainable from the market
· Immediate action cannot be taken to avoid or relive a Transmission Element operating above its Emergency Rating

· ERCOT forecasts an inability to meet applicable Reliability Standards and has exercised all other reasonable options
· A transmission condition has been identified that requires emergency energy from any of the DC-Ties or curtailment of schedules

· The Transmission Grid is such that a violation of security criteria as defined in the Operating Guides  presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to Load (other than Load being served from a radial transmission line) and/or overload of  Transmission Elements, and no timely  solution is obtainable through SCED or CMPs
· When extreme cold weather is beginning to have an adverse impact on the System
· When extreme hot weather is beginning to have an adverse impact on the System
· When Hurricane / Tropical Storm is in the ERCOT Region and is beginning to have an adverse impact on the System

	Generic Script

	Hotline
	Communications must specify the severity of the situation, the area affected, the areas potentially affected, and the anticipated duration of the Emergency Condition.

Notify QSEs:
Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing a [state Notice type] for [state reason].  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Post
	· All notices must be posted on MIS Public.
· For “free form” messages, the “Notice Priority” will be specified as follows:
· Operational Information/OCN type messages – low priority
· Advisory/Watch type messages – medium priority
· Emergency type messages – high priority

	Hotline Cancellation
	Typical Hotline Script cancellation:
 “This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is cancelling the [state Notice type] for [state reason].  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Log
	Log all actions.

	Specific Scripts

	NOTE
	At times, the Transmission operator takes the lead on the issuance of Hotline calls for specific procedures they have.  The following scripts are to help guide you when specific procedures don’t exist for the Real-Time operator.

	State

Estimator/

RTCA
Not solved

In 30 MIN
	Typical Hotline Script: 
“This call requires everyone to remain on the line until it is complete.  .  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name], at [xx:xx], ERCOT is issuing an Advisory due to ERCOTs [State Estimator/RTCA] has not solved in the last 30 minutes.  This is for your information only, no action is required.  [QSE] please repeat that back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

Typical Hotline Script for cancellation: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name], at [xx:xx], ERCOT is canceling the Advisory, ERCOTs [State Estimator/RTCA] is now functional.  [QSE] please repeat that back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	


	








	VSAT 
Not solved

In 30 MIN
	Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  ERCOT is issuing an Advisory due to ERCOTs Voltage Security Assessment Tool has not solved in the last 30 minutes.  This is for your information only, no action is required.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

Typical Hotline Script for cancellation:  

“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name], at [xx:xx], ERCOT is canceling the Advisory, ERCOTs VSAT tool is now functional.  [QSE] please repeat that back for me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	GMD

K-7 or 

Higher


	Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing an Advisory  for a [state K-Index level] geomagnetic disturbance storm alert that has been issued until [date and hours].  Report to ERCOT if you suspect any issues due to a GMD.  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

Typical Hotline Script cancellation:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is canceling the Advisory for the geomagnetic disturbance storm Alert.  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Qualifying

Facility

Directed to 

Operate below LSL
	Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing an Emergency Notice due to directing a Qualifying Facility [offline or operate below its LSL].  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

Typical Hotline Script cancellation:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is canceling the Emergency Notice for directing a Qualifying Facility [offline or operate below its LSL].  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	New
GTL 


	Typical Hotline Script:
“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing an OCN to make notification of a new Generic Transmission Limit.  A forced outage on [state forced outage] resulted in a GTL being created for [state reason for GTL].  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Transmission

Watch
	Typical Hotline Script: 

“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing a Transmission Watch due to the post-contingency overload of [constraint name] a [mitigation plan/temporary outage action plan] is being developed.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.
Typical Hotline Script cancellation: 

“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is canceling the Transmission Watch for post-contingency overload of [constraint name].  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.


5.3
Implement EEA Levels
Procedure Purpose:  To provide for maximum possible continuity of service while maintaining the integrity of the ERCOT System to reduce the chance of Cascading Outages.

	Protocol Reference
	6.5.7.6.2.2(1)(b) & (13)  
	6.5.9.3.4(6)
	6.5.9.4
	6.5.9.4.2

	Guide Reference

	6.5.9.4.3
	4.5.3
	4.5.3.1
	4.5.3.2

	
	4.5.3.3
	4.5.3.4
	
	

	NERC Standard
	COM-002-2
R2
	EOP-001-2.1b
R2.1, R2.3, R3.1, R3.2, R4
	EOP-002-3.1
R1, R2, R4, R7  
	EOP-003-2

R1, R5


	Version: 1 
	Revision: 18
	Effective Date:  December 15, 2014


	Step
	Action

	NOTE
	· IF frequency falls < 59.8 Hz, ERCOT CAN immediately implement EEA 3.
· IF frequency falls < 59.5 Hz, ERCOT SHALL immediately implement EEA 3.

	NOTE
	Confidentiality requirements regarding Transmission Operations and System Capacity information will be lifted, as needed to restore reliability.

	ERS-30
	ERS with a thirty-minute ramp period.

	ERS-10
	ERS with a ten-minute ramp period.

	WS ERS
	Weather Sensitive ERS are only available June – September during Business Hour (BH2) and Business Hour 3 (BH3) which are only on business days.

	TCEQ
	When increased generation is requested during EEA events, Texas Commission on Environmental Quality (TCEQ) will exercise enforcement discretion for exceedances of emission limits as well as operational limits for power generating plants for Generators who exceed air permit limits in order to maximize generation for the duration of the EEA event.  ERCOT General Council will send out a Market Notice each time ERCOT enters into an EEA with this reminder.

	Media

Appeal
	When an ERCOT-wide appeal through the public news media for voluntary energy conservation is made.  Notify the QSEs by hotline.

	Implement EEA Level 1

	EEA 1
PRC<2300

	IF:

· PRC < 2300 MW;
THEN:

· Select the activate EEA flag in EMS,
· Determine whether system conditions warrant the deployment of ERS-30.  Refer to the ERS tab on the Real-Time Values Spreadsheet for amounts in each business hours and number of times deployed:

· Consider the peak hour, deploy all ERS-30 if needed to prevent PRC from falling < 1750 MW,
· When deploying the ERS-30, also deploy the weather-sensitive ERS if available for the current business hour. 

· Using the Hotline, notify all QSEs to implement EEA 1. 
Typical Hotline Script when NOT deploying ERS: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is declaring EEA 1, QSEs are to perform their necessary steps for EEA 1.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

OR
IF:

· Deploying ERS, the Resource Operator must complete the XML deployment of the ERS before the Hotline call is made.

· Deploy all ERS Resources as a single group
· If it is June – September and during Business hour BH2 or BH3 on a business day, use this script.

Typical Hotline Script when deploying ERS-30 / ERS-30 including Weather Sensitive: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is declaring EEA 1, QSEs are to perform their necessary steps for EEA 1.  All [30 min / 30 min including Weather Sensitive] ERS Resources with an obligation in the current time period have been deployed. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.






All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	RRS

Release to

HASL


	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Nodal Operations Status>Responsive Reserve Service Summary Data

IF:

· PRC < 2000 MW;

THEN:

· Activate Manual Responsive Reserve

· Manually deploy all remaining RRS

	Log
	Log all actions.   

	Implement EEA Level 2

	EEA 2
PRC<1750

	IF:

· PRC < 1750 MW or unable to maintain system frequency at 60 Hz;
THEN:

· Verify with Shift Supervisor a public appeal has been issued

· Determine when system conditions require the deployment of Load Resources and/or ERS Resources (Do Not forget the WS ERS if available):
· Deploy ERS-30 if not already done in EEA 1

· Deploy  ERS-10
· Deploy Load Resources Group 1 and/or 2 
· Using the Hotline, notify all QSEs to implement EEA 2 and any measures associated with EEA 1, if not already implemented. 



	ERS

Resources
	IF:

· Deploying ERS, the Resource Operator must complete the XML deployment of the ERS before the Hotline call is made.

· Deploy all ERS Resources as a single group.
· If it is June – September and during Business Hour BH2 or BH3 on a business day
Typical Hotline Script for deploying ERS-10 / ERS-30 / both ERS-10 and ERS 30 / ERS-30 including Weather Sensitive ERS / ERS-10 and ERS-30 including Weather Sensitive: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 2 and is issuing an appeal through the public news media for voluntary energy conservation.  All [10 min / 30 min / both 10 min and 30 min / 30 min including Weather Sensitive / 10 min, 30 min including Weather Sensitive] ERS Resources with an obligation in the current time period have been deployed.  Implement all measures associated with EEA 1 if not already implemented.  [QSE] please repeat this back to me..”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.





















All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Load

Resources
	IF:

· Deploying Load Resources, the Resource Operator must complete the XML deployment of the Load Resources before the Hotline call is made.
· PRC < 1750 MW, deploy Group 1
· PRC < 1375 MW, deploy both Groups 1 and 2 simultaneously
Typical Hotline Script for deploying Load Resources Group 1 / Load Resources Group 1 and 2: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 2 and is issuing an appeal through the public news media for voluntary energy conservation.  [Group 1 / Group 1 and 2] Load Resources have been deployed.  Implement all measures associated with EEA 1, if not already implemented. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.




All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	When

ERS

Business Hours

Change
	IF:

· ERS Resources are deployed and  the Business Hour is changing
· If it is June – September and during Business Hour BH2 or BH3 on a business day; 

THEN:

· After Resource Operator has completed the XML deployment, make the QSE hotline call
Typical Hotline for deploying ERS-10 / ERS-30 / both ERS-10 and ERS-30 / ERS-10, ERS-30 including Weather Sensitive Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is in EEA 2.  All [10 min / 30 min / both the 10 min and 30 min / 10 min and 30 min including Weather Sensitive] ERS Resources with an obligation in the current time period have been deployed.    [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.







	NOTE
	· All Load Resources, 10 MIN ERS, and 30 MIN ERS must be deployed before firm load

	Media Appeal
	· Unless already in effect, verify with the Shift Supervisor that the communications group has issued an appeal through the public news media for voluntary energy conservation,  
· Notify QSEs, via Hotline, that a media appeal for conservation is in effect.
Typical Hotline Script: 
· “This is ERCOT Operator [first and last name]; ERCOT has issued an appeal through the public news media for voluntary energy conservation.  Any questions?  Thank you”.

	Log
	Log all actions.

	Implement EEA Level 3

	EEA3
Unable to 

Maintain

59.8 Hz

	IF:

· Unable to maintain system frequency at 59.80 Hz;

THEN:

· Using the Hotline, notify all QSEs to implement EEA 3 and any measures associated with EEA 1 and 2, if not already implemented.
Typical Hotline Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 3, [MW Amount] of firm load is being shed.  Implement all measures associated with EEA 1 and 2, if not already implemented. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	When

ERS

Business Hours

Change
	IF:

· ERS Resources are deployed and  the Business Hour is changing

· If it is June – September and during Business Hour BH2 or BH3 on a business day; 

THEN:

· After Resource Operator has completed the XML deployment, make the QSE hotline call

Typical Hotline for deploying ERS-10 / ERS-30 / both ERS-10 and ERS-30 / ERS-10, ERS-30 including Weather Sensitive Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is in EEA3.  All [10 min / 30 min / both the 10 min and 30 min / 10 min and 30 min including Weather Sensitive] ERS Resources with an obligation in the current time period have been deployed.    [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Log
	Log all actions.
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	3.1

3.2

3.4

4.1

6.4

6.5
	1.0 / 6

1.0 / 6

1.0 / 4

1.0 / 4

1.0 / 0

1.0 / 3
	Updated step Monitor, 15 minutes, 20 minutes and 25 minutes in Response to High Frequency 

Updated step 2 in LFC Failure, step 4 & 5in EMS Failure

Updated step Capacity Surplus

Updated step 2 in Workflow Controller Messages
Added new procedure “Extreme Hot Weather”

Changed section number
	August 3, 2011

	2.7
3.1

5.1

5.2

5.3

5.4

6.4

7.1
	1.0 / 1
1.0/ 7

1.0 / 7

1.0 / 5

1.0 / 5

1.0 / 6

1.0 / 1

1.0 / 1
	Updated step Hotline Call
Updated NERC Standard reference table

Added projected reserve capacity shortage and Extreme Hot Weather in Watch
Updated step 1 in Advisory & Watch

Updated 2nd Note, step 1 in Implement EEA 1, step Media Appeal & 1 in Implement EEA 2A, 1st Note & step 2 in Implement EEA 2B
Added Note to Move From EEA 3 to EEA 2B and Move From EEA 2A to EEA 1

Updated temperature from 102 to 103

Updated 4th note and step 1
	September 1, 2011

	3.2

5.3

5.4
	1.0 / 7

1.0 / 6

1.0 / 7
	Updated SCED Failure step 2 and 3, RLC Failure step 3 and LFC (AGC) Failure step 3

Combined EEA 2A & B per NPRR 379

Combined EEA 2 A & B per NPRR 379
	October 1, 2011

	3.2
	1.0 / 8
	Updated script for LFC and EMS Failure
	November 1, 2011

	2.4
2.6

4.1

5.1
6.3


	1.0 / 1

1.0 / 4

1.0 / 5
1.0 / 8

1.0 / 3


	Added step Review, Updated “Site Failover with W-N Active”

Added Note to Large Resource Trips or Runbacks

Updated Post in “Scripts” Updated “OCN” and “Advisory” 

All procedures in this manual have been reviewed.
	December 15, 2011

	1.2

3.1

4.1

8.1


	1.0 / 1

1.0 / 7

1.0 / 6
1.0 / 2


	Updated Scope

Updated Response to High Frequency & Response to Low Frequency
Updated Large Resource Trips or Runbacks, Quick Start Generation Resource
Updated Market Participant Backup Control Center Transfer 
	January 19, 2012

	2.1

3.1

5.1

5.3

7.1

8.1


	1.0 / 1

1.0 / 8

1.0 / 7

1.0 / 9

1.0 / 7

1.0 / 2

1.0 / 3


	Updated paragraph 4

Updated BAAL

Updated Desktop Guide reference & step QSE Override & QSE unable to Override
Updated step 1 in Watch

Updated Step 1 in Implement EEA Level 1
Updated Desktop Guide references

Changed title names, updated steps 1 & 3 & step Power System Stabilizers (PSS) & Automatic Voltage Regulators (AVR)
	March 1, 2012

	2.1

3.1

3.2

3.3

3.5

4.1

5.1

6.2

6.3
6.4

8.1


	1.0 / 2

1.0 / 9

1.0 / 9

1.0 / 6

1.0 / 2

1.0 / 8

1.0 / 10

1.0 / 4
1.0 / 2

1.0 / 4

1.0 / 4


	Changed TSO, DSP to TO

Changed Shift Engineer to Operations Support Engineer, removed Automatic SCED Runs & Hydro Generation in Fast Response Mode, updated Note, Monitor/Deploy, 15 minutes, 20 minutes in Response to Low Frequency 
Updated step 2, 4 & 5, added SCED Data Input Failure, updated RLC Failure, LFC Failure, & EMMS Failure sections

Updated Nerc Recovery Criteria step & step 3

Updated Requirements and Notes
Changed Shift Engineer to Operations Support Engineer, deleted Large Resource Trips or Runbacks section

Updated OCN, Advisory, Watch, Emergency Notice sections

Deleted Cold Weather, replaced with Extreme Cold Weather

Section changed to Extreme Hot Weather, added OCN and Emergency Notice steps

Section number changed

Changed Shift Engineer to Operations Support Engineer
	May 1, 2012

	3.1

3.4

5.2
	1.0 / 10

1.0 / 5

1.0 / 6
	Added back step Hydro Generation Operating in Synchronous Condenser Fast Response Mode

Updated to reflect changes in the TAC approved Non-Spin document

Updated to reflect changes in the TAC approved Non-Spin document
	May 14, 2012

	2.6

5.3

5.4

6.3
	1.0 / 5

1.0 / 8

1.0 / 8

1.0 / 3
	Updated Site Failover step

Updated EILS to ERS per NPRR 451

Updated EILS to ERS per NPRR 451

Updated EILS to ERS per NPRR 451
	June 1, 2012

	1.3

2.6

5.1

5.3

5.4

6.2

6.3

7.1
	1.0 / 1

1.0 / 6

1.0 / 11

1.0 / 9

1.0 / 9

1.0 / 5

1.0 / 4

1.0 / 3
	Removed ERCOT Shift Supervisor paragraph

Updated all steps
Updated all step 1’s
Updated 2nd note, added TCEQ, & XML for ERS
Clarified LR and ERS recalls

Updated script for Emergency Notice

Updated script for Emergency Notice

Updated 4th note
	July 16, 2012

	2.6

3.1

4.1

5.3


	1.0 / 7

1.0 / 11

1.0 / 9

1.0 / 10


	Added note to step Database Load

Updated Frequency Deviations and Monitor Frequency for the Loss of EMS or Site Failover
Incorporated NPRR348
Added 30 MIN ERS and updated steps 1, 2 & 3 on Implement EEA Level 1
	August 29, 2012

	2.2

2.5

3.5

4.1

5.3


	1.0 / 1

1.0 / 3

1.0 / 3

1.0 / 10

1.0 / 11


	Added Hotline Call Communication 

Updated step 3

Updated per NOGRR100

Added Note to Shut-down/Start-up Process and new Combine Cycle Generation Resources section

Updated ERS scripts
All procedures in this manual have been reviewed.
	November 1, 2012

	2.5

3.1

3.2

3.3
3.4

3.5

3.6

3.7

5.4


	1.0 / 4

1.0 / 12

1.0 / 0
1.0 / 10

1.0 / 7

1.0 / 6

1.0 / 4

1.0 / 2

1.0 / 10


	Updated step 3

Updated BAAL 
New procedure, Monitor Large Ramp Events
Updated section # & SCED failure step 2

Updated section #

Updated section #

Updated section #

Updated section #

Updated Cancel Watch

All procedures in this manual have been reviewed.
	March 1, 2013

	2.6

2.7

3.1

3.2
3.3

3.4

3.7

4.1

5.1

5.2

5.3

5.4

5.5

6.1

6.2

6.3

6.4
	1.0 / 8

1.0 / 2

1.0 / 13

1.0 / 1

1.0 / 11

1.0 / 8

1.0 / 3

1.0 / 11

1.0 / 12

1.0 / 8

1.0 / 12
1.0 / 11

1.0 / 3

1.0 / 3

1.0 / 6
1.0 / 5

1.0 /5
	Updated scripts

Updated scripts

Updated Monitor Frequency for the Loss of EMS or Site Failover & Actions when Frequency Telemetry is Incorrect 

Updated scripts

Updated scripts

Updated script

Updated scripts

Added QSGR Decommitment step to QSGR
Added Generic and Specific scripts

Updated Note and scripts
Updated TCEQ section and scripts
Updated scripts
Updated scripts
Updated scripts
Updated scripts
Updated scripts
Correct spelling and updated script
	June 1, 2013

	2.6

3.1

3.2

3.8

5.1

5.3

5.4
	1.0 / 9

1.0 / 14

1.0 / 2

1.0 / 0
1.0 / 13

1.0 / 13

1.0 / 12
	Changed title name & updated step EMS Changes & added MMS Changes

Updated steps Base Point Deviation & 10 Minutes 
Updated 1st note

Moved procedures from Resource desk 
Updated step 1 in Watch & Emergency Notice

Updated step Pilot Project WS ERS

Updated step Reserves
	July 15, 2013

	2.6

3.2

3.8

4.1
	1.0 / 10

1.0 / 3

1.0 / 1

1.0 / 12
	Updated MMS Changes

Updated 1st Note

Updated Unit & Load RRS Shortage & Not Dispatchable to SCED
Updated Shutdown/Startup
	August 9, 2013

	3.8

	1.0 / 2

	Updated Unit RRS Shortage, Load RRS Shortage, REG Shortage, & added Real-Time Non-Spin Shortage
	September 27, 2013

	2.4

3.1
3.2

3.3
3.4

3.5

3.7

4.1

5.1

5.2

5.3

5.4

5.5

6.1

6.2

6.3

6.4

7.1

8.1


	1.0 / 2

1.0 / 15
1.0 / 4

1.0 / 12
1.0 / 9

1.0 / 7

1.0 / 4

1.0 / 13

1.0 / 14

1.0 / 9

1.0 / 14

1.0 / 13

1.0 / 4

1.0 / 4

1.0 / 7

1.0 / 6

1.0 / 6

1.0 / 4

1.0 / 5


	Updated step Log

Updated step Frequency Deviations & step Log

Updated step Log

Updated step Log
Updated step Log

Added step RMR & updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated step Log

Updated note and step Log

Updated step Log

Added & updated step Log

All procedures in this manual have been reviewed
	December 13, 2013

	2.6

3.3

5.1


	1.0 / 11

1.0 / 13

1.0 / 15


	Updated for NPRR542
Updated for NPRR542

Updated for NPRR542, deleted West to North GTL and updated procedure for North to Houston to a new GTL
	January 1, 2014

	2.6

3.1

3.3

3.5

3.6

4.1

5.3
5.4

6.4
8.1


	1.0 / 12 1.0 / 16

1.0 / 14

1.0 / 8

1.0 / 5

1.0 / 14

1.0 / 15
1.0 / 14

1.0 / 7
1.0 / 6


	Updated Site Failover Complete

Updated VDI information, step Monitor/Deploy & step 10 Minutes in Response to Low Frequency

Updated VDI information

Updated VDI information

Updated step Terminating Time Error Correction

Updated VDI information

Updated ERS, Media appeal, TCEQ and VDI information
Updated steps Reserves and 1 in Restore firm load and step 2 in Move From EEA Level 2 to EEA Level 1  
Updated Note
Updated Requests to Decommit Self-committed Resource in Operating Period
	April 4, 2014

	2.2

3.1

3.3

4.1

5.1

5.2

6.2

6.3
	1.0 / 2

1.0 / 17

1.0 / 15

1.0 / 15

1.0 / 16

1.0 / 10

1.0 / 8

1.0 / 7
	Added VDIs to Master QSEs

Updated step BAAL

Updated SCED Failure & SCED Data Input Failure steps

Updated QSGR in Quick Start Generation Resource

Added Note, updated Market Notices Advisory & Watch

Updated Watch steps

Updated Emergency Notice step

Updated Emergency Notice step
	June 1, 2014

	3.5

5.3
	1.0 /9

1.0 / 16
	Updated Deploying Non-Spin, added HASL Release & Recall

Added Media Appeal
	August 1, 2014

	4.1

5.1

5.3
	1.0 / 16

1.0 / 17

1.0 / 17
	Updated Reference section step 2

Updated Generic Script

Added HASL Release step
	October 1, 2014

	2.3
2.4
2.6
3.3

3.5
5.1
5.3

	1.0 / 1
1.0 / 3
1.0 / 13
1.0 / 16

1.0 / 10
1.0 / 18
1.0 / 18

	Updated all steps
Updated step Send E-mail
Deleted Site Failover with W-N Active & updated step If EBPs are Needed 
Updated 1st note & updated scripts
Added new procedure, “Valley Generation”
Updated GMD scripts
Updated scripts to consolidate
All procedures in this manual have been reviewed
	December 15, 2014
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