Power Operations Bulletin # 687

ERCOT has posted/revised the Shift Supervisor manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
3.3
Disseminating Information to System Security Response Group (SSRG)
Procedure Purpose: To communicate information concerning disturbances or unusual occurrences to appropriate parties in the Interconnection.

	Protocol Reference
	
	
	
	

	Guide Reference
	3.8(4)
	
	
	

	NERC Standard
	EOP-004-2
	
	
	


	Version: 1 
	Revision: 10
	Effective Date:  October 1, 2014


	Step
	Action

	NOTE
	Threat alerts can be viewed at either of the following links: 

http://www.esisac.com/SitePages/Home.aspx, OR

http://www.dhs.gov/files/programs/ntas.shtm
The definitions for the threat alert levels are listed in the Security Alert Plan which can be found in the Operating Procedure Manual.

	NOTE
	· The SSRG e-mail exploder list is used to disseminate information to the SSRG members of the ERCOT Region when an SSRG conference call is not necessary.  
· This information is intended for use within the industry and not for public release.  
· At the beginning of each e-mail state the follow “This information is intended for use within the industry and not for public release”
· At the bottom of each e-mail, be sure to include a Confidentiality Notice and your signature.
· The Reliability Coordinator Information System (RCIS) is used to disseminate information to other RCs in other Interconnections.
· Do not list the entity name on the SSRG e-mails or on the RCIS.

	Events not Considered an Act of Suspected Sabotage

	1
	IF:

· A TO or QSE reports an event that is not considered an act of suspected sabotage, such as  the following:

· Copper thefts
· Substation break-in
· Vandalism
· Malicious mischief
· Suspicious photos
THEN:

· Disseminate this information using the ‘SSRG’ distribution list:

· State in the e-mail that the event is “currently not considered as an act of suspected sabotage”.
· State the region of the state the event occurred (South Texas, North Texas, etc.)

	2
	MONITOR:

· The RCIS (CIP Free Form) for ERCOT events which meet the criteria in step 1that should be disseminated to SSRG;
THEN:

· Follow instructions in step 1 to disseminate the information

	LOG
	Log all actions.

	Suspected Sabotage or Sabotage Events

	Physical
	For suspected physical sabotage at the ERCOT facilities, refer to ERCOT Guideline GL7.8.1 located under the “Sabotage Event Recognition” tab in each procedure manual.  
· RCIS posting and SSRG email will also be required.

	Cyber
	When notified by Cyber Security of a reportable event at ERCOT, collect the information to post under “CIP Free Form” on the RCIS.  

	1
	IF:

· A TO or QSE reports an act of  suspected sabotage or a sabotage event;

THEN:

· Verify that the FBI has been notified,  
· Disseminate the information using the ‘SSRG’ distribution list:

· State in the e-mail that the event is considered “an act of suspected sabotage OR further investigation/information is needed to determine if event is an act of suspected sabotage,”
· State the region of the state the event occurred (South Texas, North Texas, etc.)

ONCE:

· Enough information has been received;

NOTIFY:

· TOs and QSEs via Hotline with information you have,
· Post on the RCIS using “CIP Free Form” (see Desktop Guide Shift Supervisor Section 2.2),

· Coordinate with the Manager, System Operations and/or Control Room Operations Manager to determine if procedure 3.4 SSRG Conference Calls is necessary and for any NERC and DOE reporting requirements.

Typical Hotline Script:  “This is ERCOT operator [first and last name], at [xx:xx], ERCOT notified the System Security Response Group (SSRG) of a suspected sabotage event [give information]. Please notify your SSRG representative.” 



	2
	WHEN:

· Updates are received;

THEN:
· Send an updated e-mail to the ‘SSRG’ distribution list, 

· Update RCIS posting as needed

	LOG
	Log all actions.


3.4
SSRG Conference Calls
Procedure Purpose: To communicate information concerning disturbances or unusual occurrences to appropriate parties in the ERCOT Region by making a SSRG conference call.
	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	EOP-004-2
	
	
	


	Version: 1 
	Revision: 8
	Effective Date:  October 1, 2014


	Step
	Action

	NOTE
	The SSRG conference call will be used to inform the SSRG members of suspected sabotage or sabotage events, including multi-site sabotage events affecting larger portions of the Interconnection.  The SSRG conference call will also be used for the following:

· When the Threat Alert Level has increased,
· To disseminate information and develop plans related to system emergencies and business continuity threats, 

· To conduct quarterly tests with the minimum objective of reviewing and updating the contact list (test to be conducted in February, May, August and November); AND

· For any other events as warranted by the Manager, System Operations and/or Control Room Operations Manager

Refer to Hotline and email scripts below for notifications.

	Threat & Emergency Classifications
	Threats and emergencies can be classified as, but are not limited to, the following four SSRG event-types:

1.   Internal to ERCOT ISO: 

Physical Security: 


Verifiable attacks or sabotage, or threats of attacks or sabotage that 
could jeopardize the operation of physical equipment within the 
electrical boundaries of the ERCOT grid that have a direct effect on the 
reliability of the ERCOT grid.  This could be, but is not limited to, 
generation equipment, transmission equipment, and communication 
equipment.


b. Cyber Security:


Verifiable loss of control of the ERCOT EMS or MMS that is 
identified by EMMS Production Support as an actual or probable act of 
sabotage or the loss of control by any of the market participants EMS 
Systems that is reported to ERCOT as an act of sabotage.
2.   External to ERCOT ISO:

      a. Physical Security:
Verifiable attacks or sabotage, or threats of attacks or sabotage that          could jeopardize the operation of physical equipment in any electrical sector outside of the boundaries of ERCOT.

b. Cyber Security:


Verifiable loss of control over the EMS System of any participant in 
the electrical sector outside of the boundaries of ERCOT that is 
identified as an actual or probable act of sabotage.

3.   Pandemic 

4.   Other unforeseen business continuity events (not to include grid instability)

	QSE Notification
	Using the Hotline, notify the QSEs of the SSRG conference call:

Typical Hotline Script:
“This is [first and last name] at ERCOT. There will be an SSRG conference call today at [time] Central Prevailing Time. The topic will be [quarterly test call, physical security, cyber security, pandemic or other topic]. Please notify your SSRG representative. The conference call number is 1-866-642-1665.  Participants pass code is [code].  Any questions? Thank you.”

	TO Notification
	Using the Hotline, notify the TOs of the SSRG conference call:

Typical Hotline Script:
“This is [first and last name] at ERCOT. There will be an SSRG conference call today at [time] Central Prevailing Time. The topic will be [quarterly test call, physical security, cyber security, pandemic or other topic]. Please notify your SSRG representative. The conference call number is 1-866-642-1665.  Participants pass code is [code]. Any questions?  Thank you.”

	Send

E-mail
	Send an e-mail to “1 SSRG” to make notification of the SSRG conference call.

Typical Subject line for e-mail:
SSRG conference call
Typical Script for e-mail:
An SSRG conference call has been scheduled for today at [time] Central Prevailing Time (CPT).  The topic will be [quarterly test call, physical security, cyber security, pandemic or other topic].  The conference call number is 1-866-642-1665.  Participant pass code is [code].  Participation is mandatory.

Include signature on email.

	Log
	Log all actions.


4.1
Resource Testing and In-Service Approvals

Procedure Purpose: This procedure provides direction and guidelines for conducting various required testing and approval processes for resources and transmission elements. This procedure does not include testing for the Net Dependable Capacity (NDC) on wind generation.
	Protocol Reference
	3.3.1
	6.5.7.8(1)(a)
	8.5.1.1
	8.5.1.2

	Guide Reference
	3.3.2.3
	
	
	

	NERC Standard
	
	
	
	


	Version:  1
	Revision: 8
	Effective Date:  October 1, 2014  

	
	
	
	

	Step
	Action

	Unit Testing

	NOTE
	QSEs will submit test requests to shiftsupv@ercot.com.  If e-mail is down, a fax will be accepted at (512) 248-6858. Test request forms are located on the ERCOT website under ‘Operating Procedures’.

	1
	As requests for unit tests are received, make every reasonable effort to accommodate testing.
Reasons for not accommodating testing:
· Unit has best shift factor to manage congestion for an outage.  Without unit, contingency may reach max shadow price and become unsolvable,
· The request exceeds 7 days,
· A pattern of repeated requests for the same unit(s) indicate that abuse of the testing privilege may be taking place.  If any request is refused for this reason, notify the Manager, System Operations and/or Control Room Operations Manager.

	CAUTION
	If deployment of the testing unit is necessary to maintain system security, direct the test be canceled and deploy as needed. 

	OK to Test
	If the testing can be accommodated, RESPOND via e-mail or fax to the requesting party similar to the following:
“ERCOT approves.
ERCOT intends to make system adjustments to accommodate this testing to the extent possible consistent with system security.

This intent is NOT a guarantee of accommodation”.

___________________     

     (Shift Supervisor)                

	Not OK 
to Test
	IF the request cannot be accommodated, RESPOND via e-mail or fax to the requesting party similar to the following:
“ERCOT cannot accommodate the request for the following reason(s) :     <List reasons>”.
__________________    

     (Shift Supervisor)            

	Approved Resources to be ONTEST

	Approval

	· As Resource tests are approved, update “Approved Unit Tests” spreadsheet located on the System Operations SharePoint.

· All operators will be able to view the list to determine which resources are approved to be ONTEST. 

	Turbine Governor 

	1
	· At all times an All-Inclusive Generation Resource is on-line, its turbine governor must remain in service and be allowed to respond to all changes in system frequency. 
·  When the governor of a Generation Resource is blocked while the Resource is operating, the QSE shall promptly inform ERCOT.
· An All-Inclusive Generation Resource may not reduce governor response during abnormal conditions without ERCOT’s consent unless equipment damage is imminent.
· Each Generation Entity shall conduct applicable generating governor speed regulation tests on each of its Generation Resources.

	In Service Approval (or Approval to Energize)

	1
	IF:
· A Market Participant makes a request to energize new or relocated equipment;
THEN:
· Review notification provided by Operations Support Engineering,
· Approve the request if notification has been provided;
IF:

· The equipment has not been approved by Operations Support Engineering,
 THEN: 

· Delay the request and notify Operations Support Engineer.

	Ancillary Service Testing Coordination

	1
	Ancillary Service Qualification Testing will be done in coordination with Operations Analysis and EMMS Production Support.
IF:
· A QSE requests an Ancillary Service Qualification Test;

VERIFY:
· A Wholesale Account Manager is in the notification or Direct the QSE representative to notify their Wholesale Account Manager to start the process.

	2
	The coordination of the testing times will be between System Operations, Operations Analysis and EMMS Production Support. 

When contacted by Operations Analysis: 

· Wholesale Account Manager will notify QSE of scheduled test,
· Ensure reliable conditions exist at all times.

	Log
	Log all actions.

	Coordinated Reactive Tests

	NOTE
	The Resource Entity requesting to perform a Coordinated Test will provide ERCOT Operations and the TO with notice of the proposed test date before 1500 on the day prior to the day of the test.   Requests shall be made between 0800 and 1700 on Business Days. Upon receipt of a request for test, ERCOT Operations and the TO will evaluate the expected conditions and determine whether ERCOT System conditions are conducive to a valid test can be created through coordinated network switching, modification of the generation reactive dispatch of nearby Generation Resources, or by some other means.  Having established that suitable ERCOT System conditions exist or can be created, ERCOT Operations, and the TO shall confirm with the Resource Entity and the QSE the agreed upon test time and date or a rejection of the test time and date before 1700 on the day prior to the day of the test.

	1
	Coordinated Reactive Tests will be done in coordination with System Operations, Operations Analysis, the Transmission Operator (TO), and the Qualified Scheduling Entity (QSE).  

WHEN:

· A QSE makes a request for a Coordinate Reactive Test;

VERIFY:

· Date/Time of Testing

· MVAR Leading and/or Lagging expected during the test

· CURL/D-Curve is attached
· Estimated MW output 
If all information is included in the test request, proceed to step 2.  If not, reply to e-mail from QSE and request the missing information.



	2
	The coordination of the testing times will be between System Operations, Operations Analysis and the Transmission Operator (TO). 

WHEN: 
· All information above is received;

 VERIFY:
· TO has approved the test,

· TO can approve verbally on a recorded line or by email
Once the TO has approved and all information is accurate, approve the QSE test request.  Include for following in the approval: 
· Operations Analysis
· Shift Supervisors

	OK to Test
	If the testing can be accommodated, RESPOND via e-mail to the requesting party similar to the following:
“ERCOT recognizes the need of <Company Name> to perform a Coordinated Reactive test with its unit <name> on <date and time>.
ERCOT intends to make system adjustments to accommodate this testing to the extent possible consistent with system security.

[TO] concurs with the test as long as real-time conditions allow for it.
This will require the Generator Operator to contact the local transmission company prior to test initiation.
This intent is NOT a guarantee of accommodation”.

___________________     

     (Shift Supervisor)                

	Not OK 
to Test
	If the request cannot be accommodated, RESPOND via e-mail to the requesting party similar to the following:
“ERCOT cannot accommodate the request of <Company Name>for a unit test on <date and time> for the following reason(s) :     <List reasons>”.
__________________    

     (Shift Supervisor)

	Approval
	· As Resource tests are approved, update “Approved Unit Tests” spreadsheet located on the System Operations SharePoint.

· All operators will be able to view the list to determine which resources are approved to be ONTEST.

	Log
	Log all actions.


4.2
Unannounced Resource Testing

Procedure Purpose: This procedure provides direction and guidelines for conducting unannounced testing of resources.

	Protocol Reference
	8.1.1.2
	
	
	

	Guide Reference
	3.3.1
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 13
	Effective Date:  October 1, 2014


	Step
	Action

	Unannounced Resource Testing

	NOTE
	· Operations Analysis will provide the list of resources to be tested.
· The list of units are located at ERCOT SharePoint > System Operations – Control Center > Documents > Unannounced Unit Testing List. Use the current document.
· In addition, the Shift Supervisor may request at his discretion an unannounced test of any resource, other than Hydro, Wind and Nuclear-fueled Resources.
· Tests may be conducted as they best fit within the activities of the ERCOT Control Room, a minimum of 4 resources per week.
· The Resource to be tested must be On-line before beginning the test.
· No more than two Generation Resources within one QSE simultaneously, Combine Cycle Resources associated to the same train will be counted as one Generation Resource.
· To identify potential congestion it may be necessary to conduct a Security Analysis Study using a Powerflow Base Case or Real-time Snap shot of the System. 
· NDCRC – Net Dependable Capability / Reactive Capability is located on the ERCOT MIS in the Applications folder 

· Operations Analysis will complete the following items in the NDCRC:
· Current Seasonal HSL(Net MW)
· 30 Min Avg Real Time Telemetry (MW)
· Additional Comments
· Overall Test Results

	Reference
	Please refer to Desktop Guide Common to Multiple Desks for Unannounced Resource Testing process.

	Caution
	· Do not perform an unannounced test during a Watch for PRC or EEA event.
· Do not perform an unannounced test on a unit with an approved unit test.
· If an unannounced test is underway when a Watch or EEA event commences, the test may be cancelled.

	Electronic

VDI
	Issue electronic VDI when test is complete so that the initiation and completion times are correct:

ISSUE: 

· VDI to QSE (see Desktop Guide Common to Multiple Desks Section 2.3)
· Choose “UNANNOUNCED CAPACITY TEST” as the Instruction Type from Resource level

· Initiation Time and Completion Time should be correct times
· In text, state “RETEST” if applicable

· Confirm with Market Participant electronic VDI received.
When issuing a VDI or when confirming the receipt of an Electronic VDI ensure the use of three-part communication:
· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement
                 

	Testing 
Rules
and 

Scripts
	ISSUE an instruction to the QSE for the Resource being tested.  The QSE has the following time to reach its HSL, depending on its output when the test begins:

· At LSL – 60 minutes to reach 90% of HSL, and an additional 20 minutes to reach HSL
· Between LSL and 50 % of HSL – 60 minutes to reach HSL
· Above 50 % of HSL – 30 minutes to reach HSL
Typical script:
“This is ERCOT operator [first and last name]. ERCOT is issuing a VDI at [time] to perform an Unannounced Unit Test on [Resource name].  Change the Resource status to “ONTEST” and increase the Resource output to the current telemetered HSL.  The Resource will have [XXX] minutes to reach the telemetered HSL.  Once the Resource has met the time requirement or reached its HSL, HOLD the Resource at its HSL or above for at least 30 minutes.  [QSE] please repeat this back to me.  That is correct, thank you.”

The QSE will release all Ancillary Service obligations carried by the unit to be tested and change the Resource status to “ONTEST.”
Combine Cycle Resources should include all units of the train.
All QSEs associated with a jointly owned unit will be tested simultaneously.
When the Resource reaches the time requirement or its HSL, SUSTAIN it at or above  the Resources HSL for at least 30 minutes.  NOTIFY the QSE that the test is complete, and RELEASE the resource from its VDI.

If the Resource fails to reach its HSL within the time frame, CONTINUE TO HOLD the resource for at least 30 minutes, and LOG this in the ERCOT logs.  NOTIFY the QSE that the test is complete, and RELEASE the Resource from its VDI.

Typical script:
“This is ERCOT operator [first and last name]. At [time], ERCOT is ending the unannounced test on [Resource name], please return to normal operation.  I will be sending you the electronic VDI that you will need to acknowledge.  Submit the results from the test on the NDCRC within 2 business days.  [QSE] please repeat this back to me.  That is correct, thank you.”

COMPLETE the ERCOT values on the Unannounced Seasonal Generation Verification Test via the NDCRC application on the ERCOT MIS in a reasonable timeframe.

MIS>Applications>NDCRC

	Retest
	· The QSE can have the opportunity to request another test as quickly as possible (at a time determined by ERCOT) and may request a retest up to two times per month
·  QSEs should submit retest requests to shiftsupv@ercot.com.  
· Any requested retest must take place within three Business Days after the request for retest
· Any VDI issued as a result of a QSE-requested retest will be considered as an instructed deviation only for compliance purposes
ISSUE: 

· VDI to QSE (see Desktop Guide Common to Multiple Desks Section 2.3)
· Choose “UNANNOUNCED CAPACITY TEST” as the Instruction Type from Resource level

· Initiation Time and Completion Time should be correct times

· In text, state “RETEST”

· Confirm with Market Participant electronic VDI received.
When issuing a VDI or when confirming the receipt of an Electronic VDI ensure the use of three-part communication:

· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement

	Demonstration 

Test
	The QSE may demonstrate an increased value of HSL by operating the Generation Resource at an Output Schedule for at least 30 minutes.  In order to raise an output schedule above the Seasonal HSL, the QSE may set the Resource telemetered HSL equal to its output temporarily for the purposed of the demonstration tests.  The test must take place within three Business Days after the request.  

· Send an e-mail to:

· Operations Analysis

· Shift Supervisors

	Notify
	When test is complete, include the following information:

· Resource(s) 

· Date

· Notification Time

· Start time of 30 Minute Hold

· Completion Time

Send an e-mail to:
· Operations Analysis
· Shift Supervisors

	Log
	Log all actions.


9.2
Monthly Test of Non-Routinely used Telecommunications Facilities

Procedure Purpose: To ensure backup communications are tested monthly.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	COM-001-1.1
R2
	
	
	


	Version: 1 
	Revision: 8
	Effective Date:  October 1, 2014


	Step
	Action

	Primary Control Center

	Phone Tests
	On the first weekend of each month, between the hours of 0000 Saturday and 0500 Monday:

· Test the Control Room Cell Phone by calling the ERCOT Helpdesk Cell Phone.
· If any issues are found, send e-mail to “shiftsupv” and back office will follow up.
· Test the Standalone Satellite phone.  It isn’t necessary to call a satellite number, just verify the phone is operational. Refer to Desktop Guide Common to Multiple Desks Section 2.7.5.
· If any issues are found, send e-mail to “shiftsupv” and back office will follow up.

	SAT modem testing
	Coordinate the following test with the DC Tie Operator at the alternate control center 

· Using the turret, call each programmed desk SAT Phone at the alternate control center

· If any issues are found, send e-mail to “shiftsupv” and back office will follow up.

	NXT

Test
	· Test NXT Communicator by activating the “SO ENS Test” scenario between the hours of 0800-2200.   
· If any issues are found, open help ticket and cc: “shiftsupv”.

	Log
	Log all actions.  

	Alternate Control Center

	Phone Tests
	When working out of the alternate Control Room during the monthly scheduled dates:

· Test Control Room Cell Phone with the ERCOT Helpdesk Cell Phone.
· If any issues are found, send e-mail to “shiftsupv” and back office will follow up.
· Test the Satellite phone associated to the Operations Desk on each turret.  It isn’t necessary to call a satellite number, just verify the phones are operational.
· If any issues are found, send e-mail to “shiftsupv” and back office will follow up.
· Test the Standalone Satellite phone operation located in the Control Room.  It isn’t necessary to call a satellite number, just verify the phone is operational. Refer to Desktop Guide Common to Multiple Desks Section 2.7.5.
· If any issues are found, send e-mail to “shiftsupv” and back office will follow up.

	SAT modem testing
	Coordinate the following test with the DC Tie Operator at the other control center 

· Using the turret, test call each programmed SAT Desk Phone at the other control center

· If any issues are found, send e-mail to “shiftsupv” and back office will follow up.

	NXT

Test
	· Log into the Bastrop ENS link when working out of the alternate Control Room in Bastrop,  

· Test NXT Communicator by activating the “SO ENS Test” scenario between the hours of 0800-2200.  
· If any issues are found, open help ticket and cc: “shiftsupv”.

	Log
	Log all actions.  
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