Power Operations Bulletin # 675

ERCOT has posted/revised the Resource manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.2
Communication
Procedure Purpose:  To ensure that three part communication is used for all directives and ensuring all QSEs receive Hotline calls.

	Protocol Reference
	6.5.7.8(4)
	6.5.7.8(6)
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	COM-002-2

R2
	
	
	


	Version: 1 
	Revision: 2
	Effective Date:  June 1, 2014


	Step
	Action

	Three-Part Communication

	NERC
	Each Reliability Coordinator, Transmission Operator, and Balancing Authority shall issue directives in a clear, concise, and definitive manner, shall ensure the recipient of the directive repeats the information back correctly; and shall acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	NOTE
	A directive is an authoritative instruction or direction; specific order.

	1
	ERCOT ISO is the Reliability Coordinator, Transmission Operator, and Balancing Authority.

When issuing a directive you shall use three-part communication:

· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement

Failing to do any of the three parts is a NERC Reliability Standard violation.

	2
	Many scripts have been placed throughout these procedures as a reminder of three-part communication.  However, a script cannot be provided for every scenario.  Effective three-part communication skills are mandatory.

	Hotline Call Communication

	1
	When making Hotline calls, verify that every QSE has answered.

IF:
· Not every QSE answered the Hotline;

THEN:

· Contact them using their OPX line or LD line to provide them with the message

· Inquire why they were not on the Hotline call

· Open a Help ticket if ERCOT’s Telecommunications department is needed to investigate.

	LOG
	Log all actions.

	VDIs to Master QSEs

	1
	Direct VDIs to the Master QSE of a Generation Resource that has been split to function as two or more Split Generation Resources as deemed necessary by ERCOT to effectuate actions for the total Generation Resource for instances in with electronic Dispatch Instructions are not feasible.


3.1
Compliance Monitoring

Procedure Purpose: To monitor QSE performance.
	Protocol Reference
	3.9(3)(4)&(5)
	3.9.1(10)
	3.9.2 (3)&(4)
	6.4.2.2(2)

	
	6.4.2.5
	6.4.5(2)(b)
	6.4.8.1(1)
	6.4.8.1.2

	
	6.4.8.1.3
	
	
	

	Guide Reference
	2.1(1)(h)
	2.2.1(3)(c)(ii)&(iv)
	
	

	NERC Standard
	BAL-005-0-2b

R2
	
	
	


	Version: 1 
	Revision: 11
	Effective Date:  June 1, 2014


	Step
	Action

	Monitor Resource Status for Discrepancies

	Telemetered Status
	REVIEW REFERENCE DISPLAY:

Market Participation>Physical Market>Market Operator Data>Consistency Checks
IF:

· Discrepancy is identified between a COP and telemetered Resource Status;
THEN:

· Call the QSE representing Resource to determine the correct resource status and have them make the necessary correction.
NOTE:  It is not necessary to make calls for inconsistent telemetry/COP for quick start units.  

	LOG
	Log all actions.

	ON

TEST
	Review the list of “Approved Unit Tests” on the System Operations SharePoint; compare this list to the units showing a unit status of ONTEST.

WHEN:

· A unit with a status of ONTEST without an approved unit test exists; 

THEN:

· Notify the QSE that they do not have an approved unit test and can not use the ONTEST status.

	LOG
	Log all actions.

	Dynamically Scheduled Resource

	NOTE
	Each QSE may not have more than one DSR Load.

	DSR
	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Analyst Displays>Gen Monitoring Displays>Dynamic Schedules>Load Based

IF:

· A DSR load signal fails for any reason for > than one 15 minute Settlement Interval;
THEN:

· Notify the QSE and notify the Helpdesk to suspend validation of DSR Output Schedule. 
IF:

· A DSR load signal fails for more than 10 consecutive hours;
THEN:

· Notify the Helpdesk to have DSR suspended until the signal is reliably restored.

	NOTE
	IF:

· The signal failure is identified to be an ERCOT communication problem;
THEN:

· ERCOT will not suspend the QSE’s ability to use DSR.

	LOG
	Log all actions.

	Monitor QSE Ancillary Service Obligations

	A/S 
Difference 

in COP
	REVIEW REFERENCE DISPLAY:

Market Participation>Physical Market>SASM Market>AS Responsibility - QSE
Market Participation>Physical Market>SASM Market>Failure To Provide
At the top of each hour, notifications will be automatically sent to QSEs with shortages in their COP
· Check approximately 5 minutes after each hour:

IF:

· A/S Difference (MW) column displays values in RED (Generation Resources with a negative value is a shortage and Load Resources with a positive value is an overage);
THEN:

· Verify 
· the data was transferred to the AS Failure To Provide display
· Call the QSE with a Failure MW,

IF:

· The QSE can not correct the deficiency within one hour;
THEN:

· Notify the Shift Supervisor and determine if a SASM should be opened.

IF:

· It is determined that a SASM should be opened;
THEN:
· Verify that the Notification Flag column displays a “Y” on the AS Responsibility – QSE display, and

· Manually click the “Send Notification” button, this will ensure this is the most current data
· Proceed to the SASM>Running a SASM for Failure To Provide Desktop Guide Resource Desk Section 2.8.2.

	LOG
	Log all actions.

	Infeasible

A/S

Capacity
from 

RUC
	REVIEW REFERENCE DISPLAY:

Market Participation>Physical Market>SASM Market>AS Infeasibility

Market Participation>Physical Market>SASM Market> AS Replacement
Check after each HRUC has been published or when RUC operator has notified you of a RUC commitment.

NOTE: The infeasible hour indicates the shortage based on the system situation when HRUC runs.  Therefore, it may be necessary to review at least 3 hours prior to infeasible hour to notify QSE.

IF:

· The Infeasible MW column is displaying MW values;
THEN:

· Assess the infeasible MW and hour based on the SASM timeline

· Change the Notification Flag to “Y” and commit to database,

· Press the “Send Notification”,

· Navigate to the AS Replacement display and call the QSE with the Infeasible MW.

IF:

· The QSE states they cannot replace the service within two hours;
THEN:

· Notify the Shift Supervisor and determine if a SASM should be opened;
IF:

· It is determined that a SASM should be opened;
THEN:
· Proceed to the SASM>Running a SASM for Undeliverable Desktop Guide Resource Guide Section 2.8.1.

	NOTE
	A QSE that has one or more of its Resources RUC-committed to provide Ancillary Services must increase its Ancillary Service Supply Responsibility by the total amount of RUC-committed Ancillary Service quantities.  The QSE may only use a RUC-committed Resource to meet its Ancillary Service Supply Responsibility during that Resource’s RUC-Committed Interval if the Resource has been committed by the RUC process to provide Ancillary Service.  The QSE shall indicate the exact amount and type of Ancillary Service for which it was committed as the Resource’s Ancillary Service Resource Responsibility and Ancillary Services Schedule for the RUC-Committed Intervals for both telemetry and COP information provided to ERCOT.  Upon deployment of the Ancillary Services, the QSE shall adjust its Ancillary Services Schedule to reflect the amounts requested in the deployment.

	LOG
	Log all actions.


3.3
Notifications for Diminishing Reserves

Procedure Purpose:  Monitor the Physical Responsive Capability (PRC) for issuing advance notice of diminishing Responsive Reserve.  Steps within this procedure are intended to keep ERCOT from progressing into EEA.
	Protocol Reference
	3.17.3(2)
	6.5.7.6.2.3(1)
	6.5.9.4.1(d)
	6.5.9.4.1(e)

	Guide Reference
	4.5.3.1(d)
	4.5.3.1(e)
	
	

	NERC Standard
	EOP-001-2.1b R2.1
	EOP-002-3.1 R4
	IRO-005-3-1a
R1.4, R1.5
	


	Version: 1 
	Revision: 12
	Effective Date:  June 1, 2014


	Step
	Action

	NOTE
	· ERCOT, at management’s discretion, may issue an appeal through the public news media for voluntary energy conservation at any time.
· System conditions may dictate operating beyond the scope of this procedure. The System Operator has the authority to issue and/or keep a notification in effect as he/she deems necessary.

	Advisory

	Issue

Advisory
	IF:

· PRC falls < 3000 MW;
THEN:

· Coordinate with the Real-Time Operator, AND 

· Post message on MIS Public 
Typical MIS Posting: 

“ERCOT is issuing an Advisory for Physical Responsive Capability less than 3000 MW.” 

	Cancel

Advisory
	WHEN:

· PRC > 3000 MW;

THEN:

· Coordinate with Real-Time Operator, AND

· Cancel message on MIS Public.

	Log
	Log all actions.

	Watch

	Issue

Watch
	IF:

· PRC falls < 2500 MW;
THEN:

· Coordinate with the Real-Time Operator, 
· Deploy Off-Line Non-Spin, AND 

· Post message on MIS Public
Typical MIS Posting:
“ERCOT is issuing a Watch for Physical Responsive Capability less than 2500 MW”.

	Cancel

Watch
	WHEN:

· PRC > 2800 MW;

THEN:

· Coordinate with Real-Time Operator, 
· Recall Off-Line Non-Spin, AND

· Cancel message on MIS Public.

	Log
	Log all actions.


3.4
Deploying Non-Spin for PRC < 2500 MW
Procedure Purpose:  Deployment/recall of Non-Spin Reserve Service for PRC < 2500 MW as requested by the Real-Time Operator.
	Protocol Reference
	6.5.7.6.2.2(14)
	6.5.7.6.2.3
	
	

	Guide Reference 
	4.5.3.1(d)
	
	
	

	NERC Standard
	EOP-002-3.1 R2, R4
	
	
	


	Version: 1 
	Revision: 14
	Effective Date:  June 1, 2014


	Step
	Action

	NOTE
	If Non-Spin is being deployed 20 minutes past the top of the hour, deselect Off-line Resources whose COP Non-Spin Resource Responsibility is “ZERO” for next hour. (Refer to Desktop Guide Resource Desk Section 2.2)

	Deployment
	WHEN:

· Notified by the Real-Time Operator to deploy Non-Spin;
THEN:

· Coordinate with the Transmission Operator to verify the Non-Spin does not create congestion,

· Deploy Non-Spin, (Refer to Desktop Guide Resource Desk Section 2.2)
· Post message on MIS Public

Typical MIS Posting: 

“At [x:xx] approximately [xx] MW of Non-Spin has been deployed, anticipated duration is [xx].”

	Additional

Deployment
	IF:

· Additional Non-Spin becomes available going into next hour;
THEN:

· Determine if the additional Non-Spin is needed, 

· Deploy if needed (Refer to Desktop Guide Resource Desk Section 2.2)

	Commit
	IF:

· Notified by a QSE that their Off-line Non-Spin obligation has ended, AND
· PRC < 2500 MW;
THEN:

· Request that the Resource stay On-line,
· Issue an electronic VDI (see Desktop Guide Common to Multiple Desks Section 2.3)
· Choose Resource tab

· Choose Commit as the Instruction Type 

· State Capacity in Other Information
· Confirm with Market Participant electronic VDI received. 
When issuing a VDI or when confirming the receipt of an Electronic VDI ensure the use of three-part communication:

· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement

	NOTE
	If Non-Spin is deployed from one operating day to the next operating day, new deployments will need to be sent for the new day.  

	Termination
	WHEN:

· Notified by the Real-Time Operator that the Non-Spin is no longer needed;
THEN:

· Recall as instructed (Refer to Desktop Guide Resource Desk Section 2.2)
· Post message on MIS Public

Typical MIS Posting: 

· “At [x:xx], All Non-Spin has been recalled.”


4.1
Approve/Reject Resource Decommitment Request

Procedure Purpose:  Review and approve or reject Resource decommitments in the Operating Period.
	Protocol Reference
	3.8.3.1
	6.4.6
	6.4.6.1(2)
	

	Guide Reference
	
	
	
	

	NERC Standard
	TOP-002-2a
R5, R7, R11
	
	
	


	Version: 1 
	Revision: 12
	Effective Date:  June 1, 2014


	Step
	Action

	Approve/Reject Decommitment QSE Requests in Operating Period

	NOTE
	· The Operating Period is the two-hour period comprised of the Operating Hour and the clock hour preceding the Operating Hour
· A QSE may request to decommit a Resource other than a QSGR for any interval that is not a RUC-Committed Interval by verbally requesting ERCOT to consider its request

· ERCOT shall review the requests in order of receipt

· A QSE may decommit a QSGR without any request for any interval that is neither a RUC-Committed Interval nor an interval in which a manual override by the ERCOT Operator.

	NOTE
	If a combined cycle train (CCT) is transitioning from one configuration to another, this is not a QSE requested decommit.

	1
	IF:

· A QSE requests to decommit a Resource that has been Self-Committed (QSGRs are not required to get prior approval before decommitting);
THEN:

· Determine if the Resource is receiving negative LMPs

· If negative LMPs, proceed with this procedure

· If no negative LMPs, proceed to step 2

IF:

· A Resource is receiving negative LMPs;
THEN:

· Determine if Resource is carrying A/S

·  If yes, inquire how A/S will be replaced
· Determine if there could be a capacity issue if Resource is decommitted (PRC < 2500)
· If Resource is not allowed to decommit, override HDL to LSL (see Desktop Guide Common to Multiple Desks Section 2.13)
· If override is used, the Resource will not be able to carry A/S, and will need to be marked as undeliverable
· If no capacity issue exists, grant approval to decommit
· 
· 
· 
· 

· 
· 
· 
· 

	2
	IF:

· A QSE requests to decommit a Resource that has been Self-Committed (QSGRs are not required to get prior approval before decommitting);
THEN:

· Determine if the Resource is carrying A/S. 
· If yes, inquire how A/S will be replaced,

· Determine if there could be a capacity issue if Resource is decommitted

· If no capacity issue exists, proceed
· Notify the Transmission Operator to make determination if needed for congestion management,

· If not needed for congestion management.
· Notify QSE with approval
· 
· 
· 
· 
· 
· 
· 

	3
	Log all actions.


5.1
Supplemental Ancillary Service Market

Procedure Purpose:  To “Open” and/or “Execute” a Supplemental Ancillary Service Market for A/S insufficiencies due to increased amounts above Day-Ahead requirement, infeasible (stranded) caused by congestion, or failure to provide by the QSE.

	Protocol Reference


	3.9.2(6)
	3.16 (4)
	5.2.2.2

	6.1(2)

	
	6.4.6(5)
	6.4.8.1
	6.4.8.1.1(1)
	6.4.8.1.2

	
	6.4.8.1.3
	6.4.8.2
	6.4.8.2.2
	6.5.7.5(2)

	
	6.5.9(4)
	6.5.9.3.3(2)
	6.5.9.3.3(3)
	

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version:  1
	Revision: 16
	Effective Date:  June 1, 2014


	Step
	Action

	NOTE
	· There is no definitive time by which a SASM needs to start, however the SASM process must be completed at least one hour before the start of the Operating Hour (Example: for A/S needed in HE 14, SASM must be completed by HE 12).  The SASM timeline depends on the triggering of the ev.

· ERCOT may not buy more of one A/S in place of the quantity of a different service.

· A QSE may not self-arrange for A/S procured in response to Emergency Conditions.
· See Desktop Guide Common to Multiple Desks Section 2.15 if the savecase function fails when running a SASM

	Procurement of Ancillary Services when DAM process is insufficient

	Procurement

Timeline
	If the Day-Ahead Market is aborted, the ancillary services have to be procured through SASM.  The SASM must be executed in the Adjustment Period for the next day (which starts at 1800). ERCOT shall allow at least 1 hour between the issuance of the Watch and the beginning of this SASM.  The SASM timeline is as follows

Time X = Notify QSEs of time the SASM will begin
Time X + 30min = Determine amount of A/S to be procured
Time X + 35min = Execute SASM 
Time X + 45min = Notify QSEs with awards

Time X + 60min = Validate COPs for A/S Resource Responsibility

	1
	IF:

· The Day-Ahead Market is aborted;
THEN:

· Verify that the RUC Operator has issued a Watch,

· Procure adequate Ancillary Services for the next operating day through a SASM, (Refer to Desktop Guide Resource Desk Section 2.8.4)

	2
	IF:

· SASM did not procure the amount of A/S requested;
THEN:

· Notify the Shift Supervisor of the remaining A/S insufficiencies to be procured through RUC if necessary.

	3
	Prepare email with the following information:

· SASM ID  (use YYYYMMDDHHMMSS format)
· Delivery Date

· Delivery Hour

· QSE and Resource name (if known) you are replacing the AS for

· AS type(s)

· MW amounts you are replacing

· Total MW amount SASM has awarded

· Verify PVT transferred



	4
	Send information in an email to the following distribution list:

· SASM

	Increasing Ancillary Services

	A/S Plan Increase

Timeline
	If the AS plan is increased above that specified in the Day-Ahead, QSEs have 30 minutes (after notification by ERCOT) to Self-Arrange the additional AS Obligations.  The timeline is as follows:

Time X = Notify QSEs and allow 30 min for QSEs to update AS Offers
Time X + 30min= Open SASM market

Time X + 60min = Verify SASM market has closed
Time X + 65min = Execute SASM (and Price Run/Sensitivity Analysis if needed)
Time X + 75min = Notify QSEs with awards

Time X + 90min = Validate COPs and A/S schedules

	1
	IF:

· More Ancillary Services are needed for one or more Operating Hours than were provided in the Day-Ahead;
THEN:

· Issue a Watch by making a Hotline to QSEs

· Post message on MIS Public
· Notify Transmission Operator to make Hotline call to TOs
· Procure more Ancillary Services through a SASM (Refer to Desktop Guide Resource Desk Section 2.8.3).

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx] ERCOT is issuing a Watch due to the need to increase the system wide Ancillary Services requirement above what was procured in the Day-Ahead Market due to [state the reason].  At [xx:xx] ERCOT will open a SASM to procure the additional [type of A/S] Ancillary Services for hours [hours] for operating day [day].  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	2
	IF:

· SASM did not procure the amount of A/S requested;
THEN:

· Notify the Shift Supervisor of the remaining A/S insufficiencies to be procured through RUC if necessary.

	3
	Prepare email with the following information:

· SASM ID  (use YYYYMMDDHHMMSS format)
· Delivery Date

· Delivery Hour

· QSE and Resource name (if known) you are replacing the AS for

· AS type(s)

· MW amounts you are replacing

· Total MW amount SASM has awarded

· Verify PVT transferred



	4
	Send information in an email to the following distribution list:

· SASM

	5
	ONCE:
· Ancillary Service has been procured;
THEN:

· Cancel the Watch by making Hotline call to QSEs

· Cancel MIS posting

· Notify Transmission Operator to make Hotline call to TOs
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  ERCOT is canceling the Watch for increasing the system wide A/S requirement. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Replacement of Ancillary Service Due to Infeasibility or Failure to Provide

	NOTE
	· Undeliverable/Infeasibility is when a QSE can not provide their A/S because ERCOT has asked them to move it due to congestion

· Failure to provide is all other reasons

	Undeliverable

/Insufficient A/S Timeline
	If the SASM is being executed to replace A/S capacity, either due to transmission constraints or QSE failure-to-provide, the timeline is as follows:
Time X = Determine type and amount of A/S to procure. Notify QSEs
Time X + 30min = Execute SASM (and Price Run/Sensitivity Analysis if needed)
Time X + 45min = Notify QSEs with awards
Time X + 60min = Validate COPs and A/S schedules

	NOTE
	For A/S that is Infeasible, a QSE has two (2) hours to notify ERCOT:

· It will be substituted on another Resource

· They will replace the A/S through a trade with another QSE 
· All or Part of the A/S needs to be replaced

For an A/S shortage that is due to Failure to Provide, a QSE must notify ERCOT  within an acceptable timeframe, but no longer than two (2) hours:

· It will be substituted on another Resource,
· They will replace the A/S through a trade with another QSE

· The A/S needs to be replaced

	1
	IF:

· A QSE is unable to provide the A/S capacity allocated to a specific Resource;
THEN:

· Determine if the infeasible/insufficient amount is significant enough to replace through SASM 

IF:

· It is determined that a SASM should be run;
THEN:

· Execute SASM (Refer to Desktop Guide Resource Desk Section 2.8.1 or 2.8.2).

	2
	IF:

· SASM did not procure the amount of A/S requested;
THEN:

· Notify the Shift Supervisor of the remaining A/S insufficiencies. 

	3
	IF:

· A QSE is unable to provide their SASM awards;
THEN:

· Determine if there is time to open an additional SASM, AND
· Send failure to provide notification.

	4
	Prepare email with the following information:

· SASM ID  (use YYYYMMDDHHMMSS format)
· Delivery Date

· Delivery Hour

· QSE and Resource name (if known) you are replacing the AS for

· AS type(s)

· MW amounts you are replacing

· Total MW amount SASM has awarded

· Verify PVT transferred



	5
	Send information in an email to the following distribution list:

· SASM

	Daily Reconfiguration SASM

	Daily SASM Timeline
	(Refer to Desktop Guide Resource Desk Section 2.8.7)

Reconfiguration Supplemental Ancillary Service Market (SASM) allows QSEs to modify their Ancillary Services (AS) during the Operating Day.  Reconfiguration SASMs are expected to be run daily for Operating Hours HE 13 thru 24.) 

The timeline is as follows:

Time 08:45 = Determine type and amount of A/S to procure.
Time 09:00 = Execute SASM (and Price Run/Sensitivity Analysis if needed)
Time 09:15 = Notify QSEs with awards

Time 09:30 = Validate COPs and A/S schedules

	1
	QSEs must have valid AS Offers of an amount equal to or greater than the requested reconfiguration amount; 

IF:

· There are not sufficient AS Offers to cover the total requested amount;
THEN:

· Do not publish the SASM, 

· Post an Operational Information message, low priority, on MIS Public
· Send email to SASM distribution list
· QSEs will retain their original AS Supply Responsibility and should update their COPs accordingly
Typical MIS Posting:
The Daily Reconfiguration SASM will not be occurring due to insufficient AS Offers.

	2
	IF:

· There are NO participating QSEs in the reconfiguration SASM process;
THEN:

· Do not proceed with SASM process
· Post an Operational Information, low priority, message on MIS Public

· Send email to SASM distribution list

Typical MIS Posting:
The Daily Reconfiguration SASM will not be occurring due to zero participating QSEs.

	3
	IF:

· There ARE participating QSEs in the reconfiguration SASM

THEN:

· Proceed with the reconfiguration SASM

· Prepare email with the following information:

· SASM ID  (use YYYYMMDDHHMMSS format)
· Delivery Date

· Delivery Hour

· QSE

· AS type(s)

· MW amounts you are replacing

· Total MW amount SASM has awarded

· Verify PVT transferred

	4
	Send information in an email to the following distribution list:

· SASM

	LOG
	Log all actions.


5.2
SASM Failure/Timeline Deviation

Procedure Purpose:  To manage SASM software failure or timeline deviation.
	Protocol Reference
	6.5.9.3.3(2)(e)
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 6
	Effective Date:  June 1, 2014


	Step
	Action

	Failure of the SASM Software

	1
	IF:

· The SASM workflow controller fails during any stage of the run;
THEN:

· Press the Abort button to cancel the current run,

· Press the Shut Down button,

· Press the Start Up button,

· Press the Run All button to restart the sequence.

	2
	IF:

· The SASM workflow controller continues to fail;
NOTIFY:

· Notify the appropriate ERCOT personnel.

	Timeline Deviations

	NOTE
	· There is no definitive time by which a SASM needs to start, however the SASM process must be completed at least one hour before the start of the Operating Hour (Example: for A/S needed in HE 14, SASM must be completed by HE 12).  The SASM timeline depends on the triggering of the event.
· SASM process from notifying QSEs to the COP update is approximately 1 hour 30 minutes for an A/S plan increase.  For replacement due to undeliverable/insufficient A/S, the timeline is 1 hour.

	A/S Plan Increase

Timeline
	Time X = Notify QSEs and allow 30 min for QSEs to update AS Offers
Time X + 30min = Open SASM market

Time X + 60min = Verify SASM market has closed
Time X + 65min = Execute SASM (and Price Run/Sensitivity Analysis if needed)
Time X + 75min = Notify QSEs with awards

Time X + 90min = Validate COPs and A/S schedules

	1
	IF:

· SASM Workflow Controller fails or needs to be restarted and cannot meet the timelines above;
THEN:

· Using the Hotline, notify the Market Participants that the SASM will be delayed.
· Notify the Help Desk and appropriate support personnel.
Typical Hotline Script:
“This is ERCOT Operator [first and last name].  ERCOT is making notification that SASM has not met its timeline.  ERCOT will manually commit A/S as needed.  Any questions”?  


7.1
Market Notices

Procedure Purpose:  Guidelines for issuing Emergency Conditions and the four possible levels: Operating Condition Notices (OCN), Advisories, Watches, and Emergency Notices.
	Protocol Reference


	6.3.2(3)(a)(i)(ii)
	6.3.3
	6.5.9.2(1)
	6.5.9.3

	
	6.5.9.3.1

	6.5.9.3.2
	6.5.9.3.3
	6.5.9.3.4

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	COM-002-2
R2
	EOP-001-2.1b

R3.1
	
	


	Version: 1 
	Revision: 15
	Effective Date:  June 1, 2014


	Step
	Action

	OCN

	NOTE
	Consider the severity of the potential Emergency Condition.  The severity of the Emergency Condition could be limited to an isolated local area, or the condition might cover large areas affecting several entities, or the condition might be an ERCOT-wide condition potentially affecting the entire ERCOT System.

	1
	As directed by the Shift Supervisor or when appropriate, issue an Operating Condition Notice (OCN).  The OCN can be issued for any of the following reasons or to obtain additional information from Market Participants.

· There is a projected reserve capacity shortage that could affect reliability and may require more Resources

· When extreme cold weather is forecasted approximately 5 days away
· When extreme hot weather is forecasted approximately 5 days away

· When an approaching Hurricane / Tropical Storm is approximately 5 days away
· Unplanned transmission Outages that may impact reliability

· When adverse weather conditions are expected, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness

	Advisory

	1
	As directed by the Shift Supervisor or when appropriate, issue an Advisory.  The Advisory can be issued for any of the following reasons or to obtain additional information from Market Participants.

· When an approaching Hurricane / Tropical Storm is approximately 3 days away  

· When extreme cold weather is forecasted approximately 3 days away
· When extreme hot weather is forecasted approximately 1 to 3 days away

· When conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term reliability

· ERCOT may exercise its authority to increase Ancillary Service requirements above the quantities originally specified in the Day-Ahead Market in accordance with ERCOT procedures

· When extreme weather or conditions require more lead-time than the normal Day-Ahead Market allows

· Transmission system conditions are such that operations within security criteria are not likely or possible because of Forced Outages or other conditions unless a CMP exists
· Loss of communications or control condition is anticipated or significantly limited

· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request

	Watch

	1
	As directed by the Shift Supervisor or when appropriate, issue a Watch.  The Watch can be issued for any of the following reasons or to obtain additional information from Market Participants.

· A projected reserve capacity shortage is projected with no market solution available that could affect reliability 

· When an approaching Hurricane / Tropical Storm is approximately 1 day away  

· When extreme cold weather is projected for next day or current day
· When extreme hot weather is projected for next day or current day

· Conditions have developed such that additional Ancillary Services are needed in the Operating Period

· Insufficient Ancillary Services or Energy Offers in the DAM
· Market-based congestion management techniques embedded in SCED will not be adequate to resolve transmission security violations

· Forced Outages or other abnormal operating conditions have occurred, or may occur that require operations  with active violations of security criteria as defined in the Operating Guides unless a CMP exists
· The SCED process fails to reach a solution, whether or not ERCOT is using one of the measures in Failure of the SCED Process.
· The need to immediately procure Ancillary Services from existing offers

· ERCOT may instruct TOs to reconfigure transmission elements as necessary to improve the reliability of the system

	Emergency Notice

	1
	As directed by the Shift Supervisor or when appropriate, issue an Emergency Notice.  The Emergency Notice can be issued for any of the following reasons or to obtain additional information from Market Participants.

· Loss of Primary Control Center functionality

· Load Resource deployment for North-Houston voltage stability
· ERCOT cannot maintain minimum reliability standards (for reasons including fuel shortages) during the Operating Period using every Resource practically obtainable from the market
· Immediate action cannot be taken to avoid or relive a Transmission Element operating above its Emergency Rating
· ERCOT forecasts an inability to meet applicable reliability standards and it has exercised all other reasonable options

· A transmission condition has been identified that requires emergency energy from any of the DC-Ties or curtailment of schedules
· The Transmission Grid is such that a violation of security criteria as defined in the Operating Guides presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to Load (other than Load being served from a radial transmission line) and/or overload of Transmission Elements, and no timely solution is obtainable through SCED or CMPs
· When extreme cold weather is beginning to have an adverse impact on the  System
· When extreme hot weather is beginning to have an adverse impact on the System
· When Hurricane / Tropical Storm is in the ERCOT Region and is beginning to have an adverse impact on the System

	Scripts

	Hotline
	Hotline calls are usually made by Real-Time Operator, the scripts below are for reference if needed:

Notify QSEs of Notice:
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing a [state Notice type] for [state reason].  [QSE] please repeat this back to me.  That is correct, thank you.”

Notify Transmission Operator to make Hotline call to TOs:
Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing a [state Notice type] for [state reason].  [TO] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Post
	· All notices must be posted on MIS Public 
· For “free form” messages, the “Notice priority” will be specified as follows:
· Operational Information/OCN type messages – low priority

· Advisory/Watch type messages – medium priority
· Emergency type messages – high priority

	Log
	Log all actions.
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