Power Operations Bulletin # 655
ERCOT has posted/revised the Reliability Unit Commitment Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
3.3
HRUC Failure/Timeline Deviation
Procedure Purpose:  To address situations in which the HRUC process has failed.  Failures can be identified by software failure, results not approved in a timely manner or certain conditions.
	Protocol Reference
	6.5.9.3.4 (2)(d)
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	TOP-002-2.1b
R5, R7, R11
	IRO-001-1.1
R9
	
	


	Version: 1 
	Revision: 10
	Effective Date:  January 1, 2014


	Step
	Action

	Logs
	Document decisions made and actions taken within this procedure in the Operator Logs.

	HRUC Failure/Timeline Deviation

	Failure
	IF:

· HRUC solved with invalid solution, 
· Time does not allow for full review of results, OR
· HRUC software fails without expectation of timely repair;
THEN:

· Notify Help Desk and Control Room Staff,
· Issue a Watch by making a Hotline call to QSEs

· Make posting on MIS Public. 
· Notify Transmission Operator to make Hotline call to TOs

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing a Watch due to HRUC not completing for [state HE] due to [failure or timeline deviation].  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

WHEN:

· HRUC is operating properly;
THEN:

· Making hotline call to QSEs

· Cancelling MIS posting

· Notify Transmission Operator to make hotline call to TOs.

Typical Hotline Script Cancellation:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  At, [xx:xx], ERCOT is canceling the Watch for HRUC not completing for [state HE].  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Create

Save

Case
	IF:

· HRUC is aborted or shut down;

THEN:

· Go to display System Administration > Savecase Management.

· Choose File Type as HRUC.

· Fill in File Name (no spaces allowed)

· Fill in Description.

· Push Create Button.

· The message will show up in the Text field.

· Refresh the display (F5), make sure the savecase name will show up in the File Name Field.
Also refer to Desktop Guide Common to Multiple Desks Section 2.16, if needed.

· Contact Helpdesk to notify EMMS Production Support that HRUC was aborted or shut down and a Savecase was created.

	NOTE
	IF:

· HRUC is having trouble solving in the required timeline due to transmission/capacity violations in the study;
 THEN:

· Have Operations Support Engineer check validity of violation AND if correct,

· Consider committing Resource(s) sooner instead of waiting to evaluate later. 

	Commit/

De-Commit

Resources

By VDI
	IF Needed:

· Commit/De-Commit Resources by issuing, VDIs for the following:
· Choose COMMIT or DECOMMIT as the Instruction Type from the RES Level,
· Enter reason (capacity, capacity surplus or contingency name) in “other information”


4.4
DAM/DRUC Timeline Deviation
Procedure Purpose: To address situations in which the DAM/DRUC process has deviated from its timeline.
	Protocol Reference
	4.1.2
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	TOP-002-2.1b
R5, R7, R11
	IRO-001-1.1
R9
	
	


	Version: 1 
	Revision: 11
	Effective Date:  January 1, 2014


	Step
	Action

	Logs
	Document decisions made and actions taken within this procedure in the Operator Logs.

	DAM Timeline Deviation

	DAM Timeline

Deviation
	IF:

· Notified by Market Operations that the DAM Market timeline is deviated;
THEN:

· Issue an Advisory for DAM timeline deviation

· Notify Transmission Operator to make Hotline call to TOs

· Market Operations will post message on the MIS Public
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  ERCOT is issuing an Advisory for the timeline deviation of the Day Ahead Market; the start of DRUC will be delayed.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

WHEN:

· DAM completes;

THEN:

· Make Hotline call to QSE’s and give one hour notice to update COPs
· Post message on MIS Public

Typical Hotline Script for cancellation:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is canceling the Advisory for the delay of DAM.  DAM is now complete; DRUC will begin at [time]. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

Typical MIS Posting:
DAM is complete, DRUC will begin at [xx:xx].

	Delay of DRUC

	DRUC Delay
	Note: This step is for any reason than DAM being delayed.  DAM completed on time however there is an issue with DRUC
By 16:00

IF:

· DRUC is delayed for any reason other than DAM timeline deviation;

THEN:

· Notify Shift Supervisor and Helpdesk,

· Issue an Advisory  by making a Hotline call to QSEs
· Notify Transmission Operator to make Hotline call to TOs

· Post message on the MIS Public

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  ERCOT is issuing an Advisory for the timeline deviation of DRUC for [effected date] due to [state issue].  ERCOT will continue to try to complete DRUC by 18:00.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

Typical MIS Posting:
ERCOT issued an Advisory for DRUC timeline deviation.  ERCOT will continue to try to complete DRUC by 18:00.

	DRUC

Completes

By
18:00
	By 18:00

IF:

· DRUC has completed by 18:00;

THEN:

· Notify Shift Supervisor,

· Cancel the Advisory  by making a Hotline call to QSEs

· Notify Transmission Operator to make Hotline call to TOs

· Cancel message on the MIS Public

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  ERCOT is canceling the Advisory for the timeline deviation of DRUC.  DRUC completed at [time].  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	DRUC
Not Complete
By 18:00
	REVIEW REFERENCE DISPLAY:

Market Operation>Reliability Unit Commitment>DRUC Displays>Workflow>DRUC Workflow

By 18:00

IF:

· DRUC completed and the results cannot be approved;

THEN:

· No need to abort DRUC Process, just don’t approve.
IF:

· DRUC has not completed (i.e. software issues);

THEN:

· Abort DRUC Process.

	1
	IF:

· DRUC has not completed by 18:00;

THEN:

· Notify the Help Desk and control room staff,

· Issue a Watch by making a Hotline call to QSEs
· Notify Transmission Operator to make Hotline call to TOs

· Posting message on the MIS Public 

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  ERCOT is issuing a Watch due to DRUC not completing by 1800 due to [state reason].  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	2
	AFTER:

· HRUC has been approved for 18:00;

THEN:

· Cancel the Watch by making hotline call to QSEs

· Cancel MIS posting

· Notify Transmission Operator to make hotline call to TOs.

Typical Hotline Script Cancellation:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is cancelling the Watch due to DRUC not completing by 1800.  ERCOT will procure in HRUC if needed.  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	3
	IF:

· DRUC is aborted or shut down;

THEN:

· Go to display System Administration > Savecase Management.

· Choose File Type as DRUC.

· Fill in File Name (no spaces allowed)

· Fill in Description.

· Push Create Button.

· The message will show up in the Text field.

· Refresh the display (F5), make sure the savecase name will show up in the File Name Field.
Also refer to Desktop Guide Common to Multiple Desks Section 2.16, if needed.

	NOTE
	After 1800, HRUC will run for the rest of the current day and the next day even if DRUC has not run successfully.


4.6
DAM Failure
Procedure Purpose:  When DAM has failed.
	Protocol Reference
	5.2.2.2
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 8
	Effective Date: January 1, 2014 


	Step
	Action

	DAM Failure
	IF:

· Notified by Market Operations that DAM has failed and A/S will need to be procured through SASM;

THEN:

· Notify Shift Supervisor and Resource Desk

· Issue a Watch by making a Hotline call to QSEs

· Market Operations will post message on the MIS Public
· Notify Transmission Operator to make Hotline call to TOs

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx] ERCOT is issuing a Watch due to the failure of the Day Ahead Market for [effected date] due to [state issue].  At [xx:xx] ERCOT will open a SASM to procure Ancillary Services for tomorrow’s operating day.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	SASM not able to Procure all A/S Requested
	IF:

· Notified by the Resource Operator that SASM did not procure adequate A/S;

THEN:

· Procure Resources through HRUC that are qualified to provide A/S, See Desktop Guide RUC Section 2.18.

	Cancel

Watch
	WHEN:

· Notified by the Resource Operator that SASM  procured adequate A/S, OR

· Resources were committed in HRUC;

THEN:

· Cancel the Watch by making Hotline call to QSEs
· Cancel MIS posting
· Notify Transmission Operator to make Hotline call to TOs

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx] ERCOT is canceling the Watch for the failure of the Day Ahead Market for [effected date].  All Ancillary Services have been procured for tomorrow’s operating day.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.


6.1
Market Notices

Procedure Purpose: Guidelines for issuing Emergency Conditions and the four possible levels: Operating Condition Notices (OCN), Advisories, Watches, and Emergency Notices.
	Protocol Reference

	6.3.2(3)(a)(i)(ii)
	6.5.7.1.10(3)(c)
	6.5.9.2(1)
	6.5.9.3

	
	6.5.9.3.1
	6.5.9.3.2
	6.5.9.3.3
	6.5.9.3.4

	
	3.1.4.6(2)
	6.3.3
	3.1.4.7(1)
	

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	COM-002-2
R2
	EOP-001-0.1b
R4.1, R5
	IRO-005-3.1a
R1.10
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	Step
	Action

	OCN

	1
	As directed by the Shift Supervisor or when appropriate, issue an Operating Condition Notice (OCN).  The OCN can be issued for any of the following reasons or to obtain additional information from Market Participants.
· There is a projected reserve capacity shortage that could affect reliability and may require more Resources
· When extreme cold weather is forecasted approximately 5 days away
· When extreme hot weather is forecasted approximately 5 days away 

· When an approaching Hurricane / Tropical Storm is approximately 5 days away
· Unplanned transmission Outages that may impact reliability
· When adverse weather conditions are expected, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness

	ADVISORY

	1
	As directed by the Shift Supervisor or when appropriate, issue an Advisory.  The Advisory can be issued for any of the following reasons or to obtain additional information from Market Participants.
· When an approaching Hurricane / Tropical Storm is approximately 3 days away  

· When extreme cold weather is forecasted approximately 3 days away
· When extreme hot weather is forecasted approximately 1 to 3 days away

· When conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term reliability
·  ERCOT may exercise its authority to increase Ancillary Service requirements above the quantities originally specified in the Day-Ahead Market (DAM) in accordance with ERCOT Procedures

· When extreme weather or conditions require more lead-time than the normal Day-Ahead Market (DAM) allows
· Transmission system conditions are such that operations within security criteria are not likely or possible because of Forced Outages or other conditions
· Loss of communications or control condition is anticipated or significantly limited
· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request

	WATCH

	1
	As directed by the Shift Supervisor or when appropriate, issue a Watch.  The Watch can be issued for any of the following reasons or to obtain additional information from Market Participants.
· A projected reserve capacity shortage is projected with no market solution available that could affect reliability

· When an approaching Hurricane / Tropical Storm is approximately 1 day away

· When extreme cold weather is projected for next day or current day
· When extreme hot weather is projected for next day or current day  
· Conditions have developed such that additional Ancillary Services are needed in the Operating Period
· Insufficient Ancillary Services or Energy Offers in the DAM or in SASM
· Market-based congestion management techniques embedded in SCED will not be adequate to resolve transmission security violations
· Forced Outages or other abnormal operating conditions have occurred, or may occur that require ERCOT to operate with active transmission violations of security criteria as defined in the Operating Guides unless a CMP exists
· The SCED process fails to reach a solution, whether or not ERCOT is using one the measures in Failure of the SCED Process.
· The need to immediately procure Ancillary Services from existing offers
· ERCOT may instruct TOs to reconfigure transmission elements as necessary to improve the reliability of the system
· 

	EMERGENCY NOTICE

	1
	As directed by the Shift Supervisor or when appropriate, issue an Emergency Notice.  The Emergency Notice can be issued for any of the following reasons or to obtain additional information from Market Participants.
· 
· Loss of Primary Control Center functionality

· Load Resource deployment for North-Houston voltage stability

· ERCOT cannot maintain minimum reliability standards (for reasons including fuel shortages) during the Operating Period using every Resource practically obtainable from the market
· Immediate action cannot be taken to avoid or relive a Transmission Element operating above its Emergency Rating
· ERCOT forecasts an inability to meet applicable reliability standards and it has exercised all other reasonable options
· 
· A transmission condition has been identified that requires emergency energy from any of the DC-Ties or curtailment of schedules

· The Transmission Grid is such that a violation of security criteria as defined in the Operating Guides presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to Load (other than Load being served from a radial transmission line) and/or overload of Transmission Elements and no timely solution is obtainable through SCED or CMP
· 
· 
· When extreme cold weather is beginning to have an adverse impact on the System
· When extreme hot weather is beginning to have an adverse impact on the System
· When Hurricane / Tropical Storm is in the ERCOT Region and is beginning to have an adverse impact on the System

	Notifications

	Hotline
	Notify QSEs of Notice

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is issuing a [state Notice type] for [state reason].  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

Notify Transmission Operator to make Hotline call to TOs

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Post
	· All notices must be posted on MIS.
· For “free form” messages, the “Notice Priority” will be specified as follows:

· Operational Information/OCN type messages – low priority

· Advisory/Watch type messages – medium priority

· Emergency type messages – high priority

	Log
	Make log entry.


Document Control
Preparation

	Prepared by
	Role
	Date Completed

	Frosch, Hartmann, Barcalow, Lowrie, and Stone
	Preparers
	November 10, 2010

	Frosch and Hartmann
	Procedure writers and editors
	November 29, 2010

	Frosch and Hartmann
	Procedure writers and editors
	December 13, 2010

	Frosch and Hartmann
	Procedure writers and editors
	January 26, 2011

	Frosch and Hartmann
	Procedure writers and editors
	March 23, 2011

	Frosch and Hartmann
	Procedure writers and editors
	April 20, 2011

	Frosch and Hartmann
	Procedure writers and editors
	June 6, 2011

	Frosch and Hartmann
	Procedure writers and editors
	July 18, 2011

	Frosch and Hartmann
	Procedure writers and editors
	August 22, 2011

	Frosch and Hartmann
	Procedure writers and editors
	August 30, 2011

	Frosch and Hartmann
	Procedure writers and editors
	October 28, 2011

	Frosch and Hartmann
	Procedure writers and editors
	December 13, 2011

	Frosch and Hartmann
	Procedure writers and editors
	January 16, 2012

	Frosch and Hartmann
	Procedure writers and editors
	February 27, 2012

	Frosch and Hartmann
	Procedure writers and editors
	April 25, 2012

	Frosch and Hartmann
	Procedure writers and editors
	July 10, 2012

	Frosch and Hartmann
	Procedure writers and editors
	October 26, 2012

	Frosch and Hartmann
	Procedure writers and editors
	February 26, 2013

	Frosch and Hartmann
	Procedure writers and editors
	May 28, 2013

	Frosch and Hartmann
	Procedure writers and editors
	July 8, 2013

	Cheng, Frosch and Hartmann
	Procedure writers and editors
	August 7, 2013

	Frosch and Hartmann
	Procedure writers and editors
	December 11, 2013

	Frosch and Hartmann
	Procedure writers and editors
	December 20, 2013


Manual Change History
	Procedure
	Ver/Rev
	Reason for Issue
	Effective Date

	All Sections
	1.0 / 0
	New procedures for all sections for Nodal implementation
	November 28, 2010

	2.3

2.4

3.2

3.3

4.3


	1.0 / 1
1.0 / 1

1.0 / 1

1.0 / 1

1.0 / 1


	Added new procedure “Phase Shifter Tap Settings”

Updated Note

Updated step “Monitor”

Updated steps “Commit/De-Commit”, “Violated Constraints” and “HRUC Committed” 
Updated step “Review”, “A/S Insufficiency

from DAM” and “DRUC Committed”
	December 1, 2010

	2.3

4.2

4.3

4.4

	1.0 / 2

1.0 / 1

1.0 / 2

1.0 / 1

	Updated “Review Weather Data Information” step 2 

Added steps “DRUC Committed for Capacity Shortage” and “Projected Reserve Capacity Shortage”

Updated steps “DAM Timeline Deviation, DAM Failure, DRUC Delay & Software Failure” change to step 1
	December 15, 2010

	3.2

4.3

4.1

4.4
6.1
	1.0 / 2

1.0 / 3

1.0 / 2

1.0 / 2
1.0 / 1
	Updated step “HRUC Committed Units”, “Manual Commitment”, added steps “Excess Generation” and “Canceling RUC commitments”

Updated step DRUC Committed Units”, “Manual Commitment, added steps “Excess Generation” and “Canceling RUC commitments”
Updated step “DAM Timeline Deviation”, DAM Failure”, DRUC Delay”

Updated scripts

Updated script
	January 31, 2011

	3.2

3.3

3.5

4.3

4.4

6.1
	1.0 / 3

1.0 / 2

1.0 / 0
1.0 /4

1.0 / 3
1.0 / 2  
	Updated step Canceling RUC Commitments

Deleted HRUC Timeline Deviation and updated HRUC Failure/Timeline Deviation
Added new section

Updated step Canceling RUC Commitments

Updated step DAM Timeline Deviation in DAM Timeline Deviation/Failure Timeline not Met in section DRUC Timeline Deviation/Failure

Updated Watch and Emergency Notice
	March 25, 2011

	2.5

3.2

3.3

4.3

6.1

6.2


	1.0 / 1

1.0 / 4

1.0 / 3

1.0 / 5

1.0 / 3

1.0 / 1


	Updated Monthly MIS Posting

Updated step Canceling RUC Commitments

Updated step Failure

Updated step Canceling RUC Commitments

Updated step 1 in Watch and Emergency Notice

Updated step & removed step Market Notification 
	April 22, 2011

	3.2

3.5

4.3

4.4

5.2

6.1
	1.0 / 5

1.0 / 1

1.0 / 6

1.0 / 4

1.0 / 1

1.0 / 4
	Updated steps HRUC Committed Units and Approval

Updated all steps
Updated step Approval

Updated step DAM Timeline Deviation

Updated step Long Lead Times

Updated all steps
	June 8, 2011

	2.3
3.1

3.2

3.5

4.2

4.3

4.4

4.5
	1.0 / 3
1.0 / 1

1.0 / 6

1.0 / 2

1.0 / 2

1.0 / 7

1.0 / 5

1.0 / 1
	Added steps for Publish A/S Requirements

Updated Load Forecast step

Updated steps Excess Generation, A/S Insufficiency from SASM, Violated Constraints and Approval
Corrected title to match TOC and updated 1st note
Updated Load Forecast step

Updated Approval step

Added subtitles, step DRUC Delay & step 1

Moved section 2.6 to 4.5
	July 20, 2011

	2.3

2.4
3.2

3.3

4.3

6.1

7.1
	1.0 / 4

1.0 / 1

1.0 / 7

1.0 / 4

1.0 / 8

1.0 / 5

1.0 / 1
	Added Note to Increasing A/S Requirements before A/S Obligations Publish
Added information on RMR Resource Commitment  

Updated step Excess Generation, added RMR Resources, RMR Commitment and Canceling RUC Commitments

Updated step Commit/Decommit Resources by VDI

Updated step Canceling RUC Commitments

Added Projected Reserve Capacity Shortage to Watch  

Updated 4th note
	August 24, 2011

	3.2

4.2

4.3

6.1

7.1
	1.0 / 8

1.0 / 3

1.0 / 9

1.0 / 6

1.0 / 2
	Added Note, updated step Hotline, Post and added step Cancel

Deleted step RMR, updated Manual Commitment, deleted Note

Updated Note

Added Extreme Hot Weather in Watch

Updated 3rd note and step 1
	September 1, 2011

	2.3

2.4
3.1

3.2

4.3

4.4

4.5

4.6

4.5 Original
	1.0 / 5

1.0 / 2
1.0 / 2

1.0 / 9

1.0 / 10

1.0 / 6
1.0/ 0
1.0 / 0
1.0 / 2
	Deleted Phase Shifter Tap Settings

Deleted step Resources
Updated step Manual Commitment in Tasks prior to execution of HRUC 
Updated step RMR Resources and Canceling RUC Commitments
Updated step for Canceling RUC Commitments
Moved A/S Insufficiency in DAM to section 4.5 & DAM Failure to section 4.6
Moved A/S Insufficiency in DAM to section 4.5 & deleted Increase A/S Capacity needs about Day-Ahead Requirements
Moved from section 4.5
Deleted procedure (was section 4.5), duplicate
	November 1, 2011

	2.3
6.1


	1.0 / 6
1.0 / 7


	Removed Invalid SPS/RAP due to Outage
Updated Post in “Notifications”

All procedures in this manual have been reviewed.
	December 15, 2011

	1.2
3.5
4.3

4.6
	1.0 / 1

1.0 / 3

1.0 / 11

1.0 / 3
	Updated Scope

Updated all steps
Updated A/S Insufficiency from DAM
Updated desktop guide section 
	January 19, 2012

	2.1

2.3

2.5

3.1

3.2

3.3

3.7

4.2

4.3

4.4

4.5

4.6

5.2

6.1

7.1
	1.0 / 1

1.0 / 7

1.0 / 2

1.0 / 3

1.0 / 10

1.0 / 5

1.0 / 0

1.0 / 4

1.0 / 12

1.0 / 7

1.0 / 3

1.0 / 4

1.0 / 2

1.0 / 8

1.0 / 3
	Updated 4th Paragraph

Updated Desktop Guide reference

Updated Monthly MIS Posting 
Updated Desktop Guide reference
Updated Desktop Guide references and step After Approval 

Added step Create Save Case

Added new procedure Projected Capacity Reserve Shortage with no Market Solution

Updated Desktop Guide references 

Updated Desktop Guide references and added step After Approval

Added step 2

Updated Desktop Guide reference
Updated Desktop Guide reference

Added step Create Save Case
Updated step 1 of Watch

Updated Desktop Guide references
	March 1, 2012

	1.1

2.1

3.1

3.2
3.3

4.2

4.3

5.1

5.2

6.1

8.1
	1.0 / 1

1.0 / 2

1.0 / 4

1.0 / 11
1.0 / 6

1.0 / 5

1.0 / 13

1.0 / 1

1.0 / 3

1.0 / 9

1.0 / 1
	Changed Shift Engineer to Operations Support Engineer

Changed TSP,DSP to TO

Changed Shift Engineer to Operations Support Engineer

Changed Shift Engineer to Operations Support Engineer
Changed Shift Engineer to Operations Support Engineer

Changed Shift Engineer to Operations Support Engineer and added WRUC
Changed Shift Engineer to Operations Support Engineer and Manual Commitment
Changed Shift Engineer to Operations Support Engineer

Changed Shift Engineer to Operations Support Engineer and updated step Long Lead Times for NPRR402

Updated OCN, Advisory, Watch, Emergency Notice sections

Changed Shift Engineer to Operations Support Engineer
	May 1, 2012

	1.1

1.3

2.3

3.1

3.2

3.3

4.2

4.3

4.4

5.2

6.1

7.1
	1.0 / 2

1.0 / 1

1.0 / 8

1.0 / 5
1.0 / 12

1.0 / 7

1.0 / 6

1.0 / 14

1.0 / 8

1.0 / 4

1.0 / 10

1.0 / 4
	Updated last paragraph, HRUC

Removed ERCOT Shift Supervisor paragraph 

Updated step 3, added Fuel Switching and Optimize Fuel Supply & 2nd note 
Changed Shift Engineer to Operations Support Engineer

Updated HRUC Committed Units
Updated Create Save Case
Updated Manual Commitment on 14:30 each day

Updated DRUC Committed Units
Updated step 2 in Delay of DRUC

Updated Create Save Case
Updated all step 1’s

Updated 4th note
	July 16, 2012

	2.2

3.2

4.3


	1.0 / 1

1.0 / 13

1.0 / 15


	Added Hotline Call Communication

Updated Manual Commitment and Validate

Updated Manual Commitment and Validate 

All procedures in this manual have been reviewed.
	November 1, 2012

	2.3

4.3

4.6

	1.0 / 9

1.0 / 16

1.0 / 5

	Added Blackstart Availability

Updated Review

Updated steps SASM not able to Procure all A/S Requested & Cancel Emergency Notice
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