Power Operations Bulletin # 646
ERCOT has posted/revised the Resource Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
5.1
Supplemental Ancillary Service Market

Procedure Purpose:  To “Open” and/or “Execute” a Supplemental Ancillary Service Market for A/S insufficiencies due to increased amounts above Day-Ahead requirement, infeasible (stranded) caused by congestion, or failure to provide by the QSE.
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	Step
	Action

	NOTE
	· There is no definitive time by which a SASM needs to start, however the SASM process must be completed at least one hour before the start of the Operating Hour (Example: for A/S needed in HE 14, SASM must be completed by HE 12).  The SASM timeline depends on the triggering of the event.

· ERCOT may not buy more of one A/S in place of the quantity of a different service.

· A QSE may not self-arrange for A/S procured in response to Emergency Conditions.
· See Desktop Guide Common to Multiple Desks Section 2.15 if the savecase function fails when running a SASM

	Procurement of Ancillary Services due to DAM Failure

	Procurement

Timeline
	If the Day-Ahead Market fails to run for the next day, the ancillary services have to be procured through SASM.  The SASM must be executed in the Adjustment Period for the next day (which starts at 1800).  The SASM timeline is as follows

Time X = Notify QSEs of time the SASM will begin
Time X + 30min = Determine amount of A/S to be procured
Time X + 35min = Execute SASM 
Time X + 45min = Notify QSEs with awards

Time X + 60min = Validate COPs for A/S Resource Responsibility

	1
	IF:

· The Day-Ahead Market fails to run for the next day;
THEN:

· Verify that the RUC Operator has issued an Emergency Notice by making a Hotline call to the QSEs,

· Procure adequate Ancillary Services for the next operating day through a SASM, (Refer to Desktop Guide Resource Desk Section 2.8.4)

	2
	IF:

· SASM did not procure the amount of A/S requested;
THEN:

· Notify the Shift Supervisor about the remaining A/S insufficiencies.

	3
	Prepare email with the following information:

· SASM ID  (use YYYYMMDDHHMMSS format)
· Delivery Date

· Delivery Hour

· QSE and Resource name (if known) you are replacing the AS for

· AS type(s)

· MW amounts you are replacing

· Total MW amount SASM has awarded

· Verify PVT transferred



	4
	Send information in an email to the following distribution list:

· SASM

	ERCOT Increases the Amount of Ancillary Services

	A/S Plan Increase

Timeline
	If the AS plan is increased above that specified in the Day-Ahead, QSEs have 30 minutes (after notification by ERCOT) to Self-Arrange the additional AS Obligations.  The timeline is as follows:

Time X = Notify QSEs and open SASM market

Time X + 30min = Verify SASM market has closed
Time X + 35min = Execute SASM (and Price Run/Sensitivity Analysis if needed)
Time X + 45min = Notify QSEs with awards

Time X + 60min = Validate COPs and A/S schedules

	1
	IF:

· More Ancillary Services are needed for one or more Operating Hours than were provided in the Day-Ahead;
THEN:

· Issue  a Watch by making a Hotline to QSEs

· Post message on MIS Public
· Notify Transmission Operator to make Hotline call to TOs
· Procure more Ancillary Services through a SASM (Refer to Desktop Guide Resource Desk Section 2.8.3).

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx] ERCOT is issuing a Watch due to the need to increase the system wide Ancillary Services requirement above what was procured in the Day-Ahead Market due to [state the reason].  At [xx:xx] ERCOT will open a SASM to procure the additional Ancillary Services for hours [hours] for operating day [day].  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	2
	IF:

· SASM did not procure the amount of A/S requested;
THEN:

· Notify the Shift Supervisor about the remaining A/S insufficiencies.

	3
	Prepare email with the following information:

· SASM ID  (use YYYYMMDDHHMMSS format)
· Delivery Date

· Delivery Hour

· QSE and Resource name (if known) you are replacing the AS for

· AS type(s)

· MW amounts you are replacing

· Total MW amount SASM has awarded

· Verify PVT transferred



	4
	Send information in an email to the following distribution list:

· SASM

	5
	ONCE:
· Ancillary Service has been procured;
THEN:

· Cancel the Watch by making Hotline call to QSEs

· Cancel MIS posting

· Notify Transmission Operator to make Hotline call to TOs
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  ERCOT is canceling the Watch for increasing the system wide A/S requirement. [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Replacement of Ancillary Service Due to Infeasibility/Failure to Provide

	NOTE
	· Undeliverable/Infeasibility is when a QSE can not provide their A/S because ERCOT has asked them to move it due to congestion

· Failure to provide is all other reasons

	Undeliverable

/Insufficient A/S Timeline
	If the SASM is being executed to replace A/S capacity, either due to transmission constraints or QSE failure-to-provide, the previous 30 minute window for QSE self-arrangement of A/S is not needed.  ERCOT will proceed directly to the SASM execution and procure A/S from existing offers.  The timeline is as follows:

Time X = Determine type and amount of A/S to procure.
Time X + 5min = Execute SASM (and Price Run/Sensitivity Analysis if needed)
Time X + 15min = Notify QSEs with awards

Time X + 30min = Validate COPs and A/S schedules

	NOTE
	For A/S that is Infeasible, a QSE has two (2) hours to notify ERCOT:

· It will be substituted on another Resource

· They will replace the A/S through a trade with another QSE 
· All or Part of the A/S needs to be replaced

For an A/S shortage that is due to Failure to Provide, a QSE must notify ERCOT  within an acceptable timeframe, but no longer than two (2) hours:

· It will be substituted on another Resource,
· They will replace the A/S through a trade with another QSE

· The A/S needs to be replaced

	1
	IF:

· A QSE is unable to provide the A/S capacity allocated to a specific Resource;
THEN:

· Determine if the infeasible/insufficient amount is significant enough to replace through SASM 

IF:

· It is determined that a SASM should be run;
THEN:

· Execute SASM (Refer to Desktop Guide Resource Desk Section 2.8.1 or 2.8.2).

	2
	IF:

· SASM did not procure the amount of A/S requested;
THEN:

· Notify the Shift Supervisor of the remaining A/S insufficiencies. 

	3
	IF:

· A QSE is unable to provide their SASM awards;
THEN:

· Determine if there is time to open an additional SASM, AND
· Send failure to provide notification.

	4
	Prepare email with the following information:

· SASM ID  (use YYYYMMDDHHMMSS format)
· Delivery Date

· Delivery Hour

· QSE and Resource name (if known) you are replacing the AS for

· AS type(s)

· MW amounts you are replacing

· Total MW amount SASM has awarded

· Verify PVT transferred



	5
	Send information in an email to the following distribution list:

· SASM

	Daily Reconfiguration SASM

	Daily SASM Timeline
	(Refer to Desktop Guide Resource Desk Section 2.8.7)

Reconfiguration Supplemental Ancillary Service Market (SASM) allows QSEs to modify their Ancillary Services (AS) during the Operating Day.  Reconfiguration SASMs are expected to be run daily for Operating Hours HE 13 thru 24.) 

The timeline is as follows:

Time 08:45 = Determine type and amount of A/S to procure.
Time 09:00 = Execute SASM (and Price Run/Sensitivity Analysis if needed)
Time 09:15 = Notify QSEs with awards

Time 09:30 = Validate COPs and A/S schedules

	1
	QSEs must have valid AS Offers of an amount equal to or greater than the requested reconfiguration amount; 

IF:

· There are not sufficient AS Offers to cover the total requested amount;
THEN:

· Do not publish the SASM, 

· Post an Operational Information message, low priority, on MIS Public
· Send email to SASM distribution list
· QSEs will retain their original AS Supply Responsibility and should update their COPs accordingly
Typical MIS Posting:
The Daily Reconfiguration SASM will not be occurring due to insufficient AS Offers.

	2
	IF:

· There are NO participating QSEs in the reconfiguration SASM process;
THEN:

· Do not proceed with SASM process
· Post an Operational Information, low priority, message on MIS Public

· Send email to SASM distribution list

Typical MIS Posting:
The Daily Reconfiguration SASM will not be occurring due to zero participating QSEs.

	3
	IF:

· There ARE participating QSEs in the reconfiguration SASM

THEN:

· Proceed with the reconfiguration SASM

· Prepare email with the following information:

· SASM ID  (use YYYYMMDDHHMMSS format)
· Delivery Date

· Delivery Hour

· QSE

· AS type(s)

· MW amounts you are replacing

· Total MW amount SASM has awarded

· Verify PVT transferred

	4
	Send information in an email to the following distribution list:

· SASM

	LOG
	Log all actions taken.


6.1
Manage Resource Forced & Maintenance Outages

Procedure Purpose:  Monitor and respond to Resource Forced and Maintenance outages.
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	Step
	Action

	Forced Outages

	NOTE
	The QSE should:
· Immediately notify ERCOT of a forced outage,
· Enter the forced outage in the Outage Scheduler within two hours,  
· Update their COP within 1 hour
· Update their telemetry.
 A call to the QSE may be necessary if the above are not complete within the designated time frame.

	NOTE
	ERCOT Operators can only make the following changes in the Outage Scheduler:

· Remove actual start/end time if it is within 2 hours of the time the MP entered the outage,
· Change status,
· Add notes

If a MP needs assistance or is unable to enter their outages, direct them to Outage Coordination.  Outage Coordination has an “Impersonation” certification that will allow them to make the needed changes.

	Maintenance Outages

	
	
· 

· 
· 

	
	
· 

· 

	
	
· 

· 

	Definition
	· Level 1- Equipment that must be removed from service within 24 hours to prevent a potential Forced Outage;

· Level 2 - Equipment that must be removed from service within seven days to prevent a potential Forced Outage; and

· Level 3 - Equipment that must be removed from service within 30 days to prevent a potential Forced Outage.

	Maintenance Outage with start time ≤ 24 Hours
	IF:

· A Maintenance Outage is received, review the outage if the scheduled start time is within the next 24 hours;

THEN:
· Discuss with the Transmission and Security Operator to determine if the outage will cause any reliability issues.

	Approve

Maintenance Outage with start time ≤ 24 Hours
	IF:

· No issues identified;
THEN:

· Accept the Maintenance Outage as received.

	Coordinate Maintenance Outage with start time ≤ 24 Hours
	IF:

· Reliability issues exist;
THEN:

· Coordinate the start of the outage with the QSE to ensure system reliability as long as the outage is allowed to start within 24 hours.

	Coordinate
Maintenance Level 2 and 3  Outage ≤ 24 Hours
	IF: 

· Maintenance Level 2 and 3 outages are received with a start time of less than the next 24 hours, AND
· Reliability issues exist;
THEN:

· Coordinate the start of the outage with the QSE to ensure system reliability as long as the outage is within the allowed within the Maintenance Level 2 (7 Days) and 3 (30 Days) outage criteria,  

· ERCOT Outage Coordination group may help coordinate a new start time,
IF: 

· Reliability issues continue,
THEN:
· REQUEST the Operations Support Engineer investigate the development of a MP or TOAP (see section 4.6 Mitigation Plan),
· Accept the Maintenance Outage after coordination.

	Maintenance Level 2 and 3 Outages
	IF:

· Maintenance Level 2 and 3 outages are received with a start time of greater than the next 24 hours;

THEN:

· The ERCOT Outage Coordination group has a process to review all Maintenance Level 2 and 3 outages without further action.

	Log
	Log all appropriate information.

	Material Deratings

	
	IF:

· A Resource’s capability is reduced by 10 MW and is expected to last more than 48 hours;
THEN:

· The QSE must do the following:
· Enter the derating into the Outage Scheduler as a Forced Outage,
· Replace AS responsibility if applicable
· Update their COP to reflect the changes,
· Update the necessary telemetered parameters for the Resource.

	Short-Noticed Resource Outages

	
	IF:

· A newly proposed Resource Outage or proposed changes to a Planned Outage is submitted three days or less from the outage start date;

THEN:

· Notify Outage Coordination Group.

	Opportunity Outages

	NOTE
	Opportunity Outages for Resources are a special category of Planned Outages that may be approved by ERCOT when a specific Resource has been forced Off-Line due to a Forced Outage and the Resource has been previously accepted for a Planned Outage during the next eight days.  The QSE must give as much notice as practicable to ERCOT.

	1
	WHEN:

· A Forced Outage occurs on a Resource that has an accepted or approved Outage scheduled within the following eight days, AND
IF:

· Approved by ERCOT;
THEN:

· The Resource may remain Off-Line and start the accepted or approved Outage earlier than scheduled.
IF:

· Reliability issues exist;
THEN:

· Reject the outage to ensure system reliability,
IF:

· No issues identified;
THEN:

· Approve the Outage as received,

· Notify the QSE and Outage Coordination Group.

	Returning from Planned Outage Early

	Verify
	IF:

· A Resource returns from a Planned Outage early;
THEN:

· Coordinate with the Transmission and RUC Operators to determine if there is an associated transmission outage or any reliability issues exist.

	Approve
	IF:

· No issues identified;
THEN:

· Notify the QSE of approval and to update their COP and Telemetry, 
· Notify the Outage Coordination Group.

	Deny
	IF:

· Reliability issues, OR
· Transmission is not available;
THEN:

· Coordinate between the TO and QSE to schedule a time agreeable to both parties for all facilities to be restored to service,

· Notify the QSE within two hours, 
· Issue a VDI to stay Off-Line (see Desktop Guide Common to Multiple Desks Section 2.3)
· Choose “Can Not Return Early From Outage” as the Instruction Type from Resource level.

	Log
	Log all appropriate information.
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