Power Operations Bulletin # 637
ERCOT has posted/revised the Real Time Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.6
System Updates

Procedure Purpose: To provide notice to the Market Participants when ERCOT is performing updates to the Energy and Market Management Systems.
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	Guide Reference 
	
	
	
	

	
	
	
	
	

	NERC Standard
	
	
	
	

	
	
	
	
	


	Version: 1 
	Revision:  10 
	Effective Date:  August 9, 2013, 2013


	Step
	Action

	EMS
Changes
	Approximately 5 - 30 minutes before a database load, local failover, or EMS migration, make the following Hotline call to QSEs:

Typical Hotline Script:
“This is ERCOT operator [first and last name], at [xx:xx], ERCOT will perform a [database load] [local failover] [EMS migration] on its Energy Management System.  During this time, SCED Base Points will reflect accurate dispatch instructions.  In the event ICCP is temporarily suspended, all systems should re-establish automatically within a few minutes.  Any questions”?

	MMS

Changes
	Approximately 5 - 30 minutes before a MMS migration, make the following Hotline call to QSEs:

Typical Hotline Script:
“This is ERCOT operator [first and last name], at [xx:xx], ERCOT will perform a migration on its Market Management System.  We do not expect to miss a SCED run.  Any questions?”


	Site Failover

Posting
	The site failover message is already built in Notice Builder under “EMMS Site Failover”.

	Site

Failover
	Approximately 5 - 30 minutes before site failover, make the following Hotline call to QSEs:

Typical Hotline Script:
“This is ERCOT operator [first and last name], at [xx:xx], ERCOT will perform a site failover of its Energy & Market Management Systems.  During this time, market communications will be unavailable for about 30 minutes, and real-time communications will be unavailable for about 5 minutes.  All systems should re-establish communications automatically.  Any questions?”

	Site

Failover

with 

W-N

Active
	IF:

· The West – North is active;

THEN:

· MP’s base points should remain the same during the failover, however to ensure the management of WGR’s is sustained, use the following script:

Approximately 5 minutes before the site failover, make the following Hotline call to QSEs:

Typical Hotline Script:
“At [xx:xx], ERCOT will perform a site failover of its Energy & Market Management Systems.  During this time, market communications will be unavailable for about 30 minutes, and real-time communications will be unavailable for about 5 minutes.  All systems should re-establish communications automatically.  The West to North constraint is active; WGRs which are currently being curtailed and required to follow their Base Points are required to stay at their current output during this failover.  A call will be made when we have completed the site failover.  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Site

Failover

Complete
	Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [XX:XX], the site failover is complete.  Thank you.”

	If EBPs are needed
	IF:

· Site Failover is taking longer than expected or
· SCED is not solving with a valid solution and EBPs are needed;
THEN:

· Enter the EBP increment/decrement as needed to control frequency,

· Notify Resource Operator to post a message on MIS Public ,

· Notify Transmission Operator to make Hotline call to TOs, 

· Make the following hotline call to QSEs:

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is issuing an Emergency Notice and Emergency Base Points will be issued.  ERCOT will make another hotline call when the site failover is complete.  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	If EBPs

are needed and W-N was Active before Site Failover started
	IF:

· Site Failover is taking longer than expected or
· SCED is not solving with a valid solution and EBPs are needed, AND

· The West – North was active before the start of the Site Failover;

THEN:

· Enter the EBP increment/decrement as needed to control frequency,

· Notify Resource Operator to post a message on MIS Public ,

· Notify Transmission Operator to make Hotline call to TOs,

· Make the following hotline call to QSEs:

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is issuing an Emergency Notice and Emergency Base Points will be issued.  WGRs which were required to follow their Base Point instruction before the site failover are required to continue to stay at their current output.  ERCOT will make another hotline call when the site failover is complete.  [QSE] please repeat this back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	Site

Failover

Complete If EBPs were needed
	WHEN:

· SCED is solving with a valid solution;
THEN:
· Remove the Emergency Base Point flag, 

· Initiate Hotline call to cancel the Emergency Notice,

· Notify Resource Operator to cancel MIS posting,

· Notify Transmission Operator to cancel the Emergency Notice with TOs.

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [XX:XX], the site failover is complete, SCED basepoints are now valid and ERCOT is canceling the Emergency Notice.  All QSEs should continue normal operations.  [QSE] please repeat this back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.


3.2
Monitor Large Ramp Events 

Procedure Purpose:  The ERCOT Large Ramp Alert System (ELRAS) is designed to monitor the probability of large wind output ramps in the ERCOT region and provide ERCOT Operators with further situational awareness.
	Protocol Reference
	
	
	
	

	
	
	
	
	

	Guide Reference
	
	
	
	

	
	
	
	
	

	NERC Standard
	
	
	
	

	
	
	
	
	


	Version: 1 
	Revision: 3
	Effective Date:  August 9, 2013


	Step
	Action

	NOTE
	ERCOT Large Ramp Alert System (ELRAS) link:

AWS primary web server site: http://products.meso.com/elras_html
AWS backup web server site: http://products-db.meso.com/elras_html
The potential for a large ramp can be identified using the “Graphical Forecast” page of ELRAS in the Real-Time Viewing Mode.  An example of the page is in figure 1 below.  The “Graphical Forecast” page plots the probability of a ramp rate event starting at a given time during the next 6 hours.  The graphical displays are broken up into three timeframes; 15-minute probabilities, 60-minute probabilities, and 180-minute probabilities, and Up and Down ramp rate events are split up for each time frame.  These displays are interpreted by first looking at a particular interval on a given display.  The value for that interval on that display is characterized as the probability of a given MW change occurring over a specified amount of time starting at the specified interval.  For example, looking again at figure 1, the “Graphical Forecast” is showing a 50% probability of at least a 2,000 MW increase occurring over 180 minutes starting at 18:00.  In other words, between 18:00 and 21:00 there is a 50% chance that the aggregate wind output will increase by at least 2,000 MW.

For the purpose of this procedure, the forecasted ramp rates to be considered significant are those that are indicated in Red; 1,000 MW in 15-minutes, 2,000 MW in 60-minutes, and 4,000 MW in 180-minutes.  In the event that one of these ramp rates is forecasted to have at least a 50% probability of occurring, determine if the system has the ramp rate to keep up with the wind ramp.  
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	Down Ramp Event

	1
	PERIODICALLY REVIEW:
· EMS Applications>Frequency>Frequency Dashboard
· OpsMon Dashboard Viewer under the MOS folder:

· “Monitor Large Ramp Events”

	2
	IF:

· There is a 50% probability of a projected system wide down-ramp of 4,000 MW within the next 180 minutes, OR 

· There is a 50% probability of a projected system wide down-ramp of 2,000 MW within the next 60 minutes;

THEN:

· Refer to the “180 min. HASL(COP) - LF  or 60 min. HASL(COP) - LF” on the 60 to 180 minute OpsMon Dashboard to determine if system ramp rate capability is sufficient, AND
· Make a Hotline call to provide situational awareness about a possible down-ramp event of 2,000 MW or greater within the next 60 minutes or 4,000 MW or greater within the next 180 minutes.

IF:

· System ramp rate is not sufficient;

THEN:

· Notify RUC Operator to procure Resources as needed. 

Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name]. At [xx:xx], ERCOT is issuing an OCN due to a 50% probability of a [4,000 MW down-ramp in the next 180 minutes] [2,000 MW down-ramp in the next 60 minutes].  ERCOT is forecasting that the system ramp rate capability is [sufficient] [not sufficient].  [QSE] please repeat that back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	3
	IF:

· There is a 50% probability of a projected system wide down-ramp of 1,000 MW within the next 15 minutes;

THEN:

· Refer to the “HDL-Gen” on the 15 minute OpsMon Dashboard and the available Regulation UP Service in the EMS Display,  

IF:

· The margin is less than available to adequately maintain the potential system ramp rate;

THEN:

· Deploy Non-Spin as needed, and 

· Continue to monitor frequency and “HDL-Gen”

	Up Ramp Event

	1
	PERIODICALLY REVIEW:
· EMS Applications>Frequency>Frequency Dashboard
· OpsMon Dashboard Viewer under the MOS folder:

· “Monitor Large Ramp Events”

	2
	IF:

· There is a 70% probability of a projected system Wide up-ramp of 2,000 MW within the next 60 minutes; 

THEN:

· Refer to the “60 min. LF - LSL(COP)” on the 60 to 180 minute OpsMon Dashboard to determine if system ramp rate capability is sufficient, AND
· Make a Hotline call to provide situational awareness about a possible wind up-ramp event of 2,000 MW or greater within the next 60 minutes. 
Typical Hotline Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name]. At [xx:xx], ERCOT is issuing an OCN due to a 70% probability of a 2,000 MW up-ramp in the next 60 minutes.  ERCOT is forecasting that the system ramp rate capability is [sufficient] [not sufficient].  [QSE] please repeat that back to me.”
If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	3
	IF:

· There is a 70% probability of a projected system wide up-ramp of 1,000 MW within the next 15 minutes;

THEN:

· Refer to the “Gen -  LASL” on the 15 minute OpsMon Dashboard and the available Regulation DOWN Service in the EMS Display, 

IF:

· The margin is less than available to adequately maintain the potential system ramp rate;

THEN:

· Monitor frequency and run SCED as often as required.

	Log
	Log actions taken


3.8
Monitor Real-Time Shortages

Procedure Purpose:  To monitor for Ancillary Service shortages.
	Protocol Reference
	8.1.1.3 (3)
	
	
	

	
	
	
	
	

	Guide Reference 
	
	
	
	

	
	
	
	
	

	NERC Standard
	
	
	
	

	
	
	
	
	

	
	
	
	
	


	Version: 1 
	Revision: 1
	Effective Date:  August 9, 2013


	Step
	Action

	Real-Time Responsive Reserve Shortage

	Unit

RRS

Shortage


	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Related Displays>Ancillary Service Monitoring Summary

Continually monitor for RRS shortages:
· Click on Responsive Reserve Unit Detail to see if any shortages exists on units

· Filter on Limit Violation (ascending)

· Those with check marks indicate there is a shortage
WHEN:

· A unit shows a real-Time RRS shortage of 10% or more;

THEN:

· Coordinate with the Resource Operator, this shortage may have presented itself in their checks and QSE may have already been contacted.
IF:

· QSE has not already been contacted by Resource Operator;

THEN:

· Notify the QSE to correct the shortage.

	Load

RRS

Shortage


	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Related Displays>Ancillary Service Monitoring Summary

Continually monitor for RRS shortages:
· Click on Responsive Reserve Load Detail to see if any shortages exists on loads

· Filter on Limit Violation (ascending)

· Those with check marks indicate there is a shortage
WHEN:

· The value in the MW column is 10% less than the RRS Schedule columns;

THEN:

· Coordinate with the Resource Operator, this shortage may have presented itself in their checks and QSE may have already been contacted.
IF:

· QSE has not already been contacted by Resource Operator;

THEN:

· Notify the QSE to correct the shortage.

	LOG
	Log all actions.

	Real-Time Regulation Shortage

	REG

Shortage
	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Related Displays>Ancillary Service Monitoring Summary>Regulation QSE Detail tab

Continually monitor for REG shortages:
· Review display for shortages, these will show in red

WHEN:

· A shortage is identified;

THEN:

· Coordinate with the Resource Operator, this shortage may have presented itself in their checks and QSE may have already been contacted.

IF:

· QSE has not already been contacted by Resource Operator;

THEN:

· Notify the QSE to correct the shortage.

	LOG
	Log all actions.

	Resources not dispatchable to SCED

	Not Dispatchable to SCED
	REVIEW REFERENCE DISPLAY:

EMP Applications>Resource Limit Calculator
WHEN:

· A QSE has telemetered more A/S on a specific Resource that is greater than their HSL; 

THEN:

· SCED will set the HDL=LDL=MW making the Resource undispatchable,

· Request the QSE to make corrections to telemetry (Resource status, Resource limits, A/S responsibilities, etc)
WHEN:

· A Resource is generating above its HASL;

THEN:

· SCED will set HDL=LDL=MW-5*Down Ramp Rate

· Request the QSE to make corrections to telemetry (Resource status, Resource limits, A/S responsibilities, etc)

	Control Block Up/Down
	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Related Displays>Expected Generation and Load Details>Unit tab

Control Block Current UP/DN are telemetry points that a QSE can use in emergency situations to communicate to SCED that a resources ability to adjust its output has been unexpectedly impaired.  Cannot filter, will have to scroll down.

IF:

· A QSE has a Control Block set for greater than 5 minutes; the system will set the corresponding (UP/DN) Too Long flag to indicate this.

THEN:

· Notify the QSE to inquire why the unit is blocked from SCED and to make corrections as appropriate

	LOG
	Log all actions.


4.1
Managing SCED

Procedure Purpose: To ensure that a SCED solution has solved and that the solution is reasonable.  
	Protocol Reference
	3.8.3
	6.3.2(2)
	6.5.7.1.13(3)
	6.5.7.6.2.1(4)

	
	6.5.7.6.2.2
	6.5.7.6.2.1(1)
	6.5.7.6.2.1(4)
	6.5.1.1(b)

	
	6.5.5.2(6)
	6.5.7.6.2.3
	6.5.9.1(2)
	

	Guide Reference
	
	
	
	

	
	
	
	
	

	NERC Standard
	
	
	
	

	
	
	
	
	


	Version: 1 
	Revision: 12
	Effective Date:  August 9, 2013


	Step
	Action

	Workflow Controller Messages

	NOTE
	The SCED Workflow Controller provides three color coded messages as indicated in the following:

· GREEN – Informational (i) and Success (s)
· BLUE – Warning (w)
· RED – Error (e) and Fatal Error (f)

	1
	REVIEW REFERENCE DISPLAY:

Market Operation>Real-Time Market>SCED Displays>Workflow>SCED Workflow Messages

Monitor SCED Workflow Controller logs for “Warning” and “Error” messages.

	2
	IF:

· The log indicates an “Error” or “Fatal Error”;
THEN:

· Contact the Help Desk and notify all Control Room staff,
· Attempt to resolve the issue, refer to Desktop Guide Real Time Desk Section 2.5,
· Refer to Section 3.2 “Managing SCED Failures” in this procedure.

	SCED Solution Time Parameter 

	NOTE
	Typically SCED should produce a solution within 20 seconds.  It is highly desirable to have at least 3 executions of SCED in any 15 minute period.

	Automatic

Trigger
	Verify that SCED is automatically triggered:
· Periodically every 5 minutes
· About 60 seconds after RRS is automatically deployed by LFC
IF:

· SCED is not automatically executed (but has not failed);
THEN:

· Manually execute SCED,
· Immediately notify the Shift Supervisor and Operations Support Engineer,
· Continue to manually execute SCED approximately every 5 minutes until the condition is corrected.

	Manual

Trigger
	SCED may be manually triggered when the following is identified:

· Frequency deviates  +/-0.05 Hz for more than 5 minutes
· Generation Resource trips and Frequency is > 59.91 Hz
· When approximately 50% of Regulation has been deployed
· Approximately 60 seconds after Generation Resources providing RRS have been deployed.
· As frequently as needed after Load Resources providing RRS have been deployed.

	LOG
	Log all actions taken as necessary.

	Quick Start Generation Resource

	QSGR
	A Generation Resource that in its cold-temperature state can come On-Line within ten minutes of receiving ERCOT notice and has passed an ERCOT Quick Start Generation Resource test that establishes an amount of capacity that can be deployed within a ten minute period.

	COP
	The QSE for a QSGR that is available for deployment by SCED shall set the COP Resource Status ON, the COP LSL and HSL values to the expected sustainable LSL and HSL for the QSGR for the hour.  If the QSGR is providing Non-Spin, then the A/S Resource Responsibility for Non-Spin shall be set to the Resource’s Non-Spin responsibility in the COP.  If the Resource’s Non-Spin responsibility is greater than the difference between HSL and LSL, then the QSGR that is available for deployment by SCED shall set the COP LSL to zero.

	Telemeter
	The QSGR that is available for deployment by SCED shall telemeter a Resource Status of ON and an LSL of zero prior to receiving a deployment instruction from SCED.  This status is necessary in order for SCED to recognize that the Resource can be Dispatched.  The status of the breaker shall be open and the output of the Resource shall be zero in order for the State Estimator to correctly assess the state of the system.  After being deployed for energy by SCED, the Resource shall telemeter an LSL equal to or less than the Resource’s actual output until the Resource has ramped to its physical LSL.  After reaching its physical LSL, the QSGR shall telemeter an LSL that reflects its physical LSL.  The QSGR that is providing Off-Line Non-Spin shall always telemeter an Ancillary Service Resource Responsibility for Non-Spin to reflect the Resource’s Non-Spin obligation and shall always telemeter an Ancillary Service Schedule for Non-Spin of zero to make the capacity available for SCED.  A QSGR with a telemeter breaker status of open and a telemeter Resource Status of ON shall not provide Regulation or Responsive Reserve Service.

	QSGR

Decommitment
	Please refer to Desktop Guide Common to Multiple Desks for the QSGR decommitment process.

	QSGR

Qualification

Test
	WHEN:

· Conducting a QSGR qualification test for Operations Analysis;
THEN:

· Issue a VDI

· Choose “OTHER_RES” as the Instruction Type from Resource level

· Enter “QSGR Qualification Test” in “Other Information”

	Generation Resource Shut-down/Start-up Process

	Shutdown/

Startup
	Shut-down:

· A QSE representing a Generation Resource that is not actively providing A/S (with the exception of Off-line Non-Spin) may only use a Resource Status of SHUTDOWN through telemetry that the Resource is operating in a shutdown sequence requiring manual control and is not available for Dispatch.
Start-up:

· A QSE representing a Generation Resource that is not actively providing A/S may only use a Resource Status of STARTUP through telemetry that the Resource is operating in a start-up sequence requiring manual control and is not available for Dispatch.

	NOTE
	QSEs can manage basepoint deviations by adjusting their telemetered ramp rate.

	NOTE
	When a Resource is carrying “Off-Line” Non-spin and that Non-Spin is being recalled, the QSE would continue to show the Non-Spin responsibility on the Resource that is shutting down.

	Combine Cycle Generation Resources

	NOTE
	WHEN:

· Combine Cycle Generation Resources are changing configuration creating basepoint deviations

THEN:
· QSEs will need to manage their telemetered HSL for proper basepoints.

	Telemetry Issues that could affect SCED and/or LMPs

	Not Dispatchable to SCED
	REVIEW REFERENCE DISPLAY:

EMS Applications>Generation Control>Resource Limit Calculation>RLC Unit Input Data and RLC Unit Output Data
WHEN:

· A QSE has telemetered more A/S on a specific Resource that is greater than their HSL, OR
· A Resource is generating more than their telemetered HSL; 
THEN:

· SCED will set the HDL=LDL=MW making the Resource undispatchable,
· Request the QSE to make corrections to their telemetry (Resource status, Resource limits, A/S responsibilities, etc.)

	QSE

 Override
	IF:

· The QSE cannot fix the issue in a timely manner;
THEN:
· Ask the Market Participant to over-ride the bad telemetry.

	QSE

 unable to Override
	IF:

· For some reason, the QSE cannot override the bad telemetry;
THEN

· Request the Operations Support Engineer to override the bad telemetry,
· Manually run SCED, if needed.  
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Updated NERC Recovery Criteria, step 1 & 4
Updated 1st script

Updated step 1 in Watch and Emergency Notice and step Post
Updated 1st and 2nd script in Restore Firm Load, Updated 1st in Move From EEA Level 3 to EEA Level 2B
Updated step 3
	April 22, 2011
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1.0 / 2

1.0 / 2
	Updated step NERC Recovery Criteria

Updated all step 1’s

Updated step 1 in Implement EEA Level 1, step 1 in Implement EEA Level 2A, added note and updated step 2 in Implement EEA Level 2B, step 1 in Implement EEA Level 3
Updated all step 1’s

Updated all steps 
Added new procedure
Updated section number and all steps
Updated section number and all steps
	June 8, 2011

	2.6

3.1

5.1

5.2

5.3

5.4

8.1


	1.0 / 3

1.0 / 5

1.0 / 6
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	Added step If EBPs are needed”, updated step IF EBPs are needed and W-N was Active before site failover started

Added step Hydro, updated step Frequency Deviations 

Updated step Watch

Updated all steps 

Updated 1st note, step 1 in EEA level 1 & 2A

Updated step 1 in Move for EEA level 1 to 0

Added Market Participant Backup Control Center Transfer procedure
	July 20, 2011

	3.1

3.2

3.4

4.1

6.4

6.5
	1.0 / 6

1.0 / 6

1.0 / 4

1.0 / 4

1.0 / 0

1.0 / 3
	Updated step Monitor, 15 minutes, 20 minutes and 25 minutes in Response to High Frequency 

Updated step 2 in LFC Failure, step 4 & 5in EMS Failure

Updated step Capacity Surplus

Updated step 2 in Workflow Controller Messages
Added new procedure “Extreme Hot Weather”

Changed section number
	August 3, 2011
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1.0 / 1

1.0 / 1
	Updated step Hotline Call
Updated NERC Standard reference table

Added projected reserve capacity shortage and Extreme Hot Weather in Watch
Updated step 1 in Advisory & Watch

Updated 2nd Note, step 1 in Implement EEA 1, step Media Appeal & 1 in Implement EEA 2A, 1st Note & step 2 in Implement EEA 2B
Added Note to Move From EEA 3 to EEA 2B and Move From EEA 2A to EEA 1

Updated temperature from 102 to 103

Updated 4th note and step 1
	September 1, 2011
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1.0 / 6

1.0 / 7
	Updated SCED Failure step 2 and 3, RLC Failure step 3 and LFC (AGC) Failure step 3

Combined EEA 2A & B per NPRR 379

Combined EEA 2 A & B per NPRR 379
	October 1, 2011
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	Updated script for LFC and EMS Failure
	November 1, 2011
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	Added step Review, Updated “Site Failover with W-N Active”

Added Note to Large Resource Trips or Runbacks

Updated Post in “Scripts” Updated “OCN” and “Advisory” 

All procedures in this manual have been reviewed.
	December 15, 2011
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	Updated Scope

Updated Response to High Frequency & Response to Low Frequency
Updated Large Resource Trips or Runbacks, Quick Start Generation Resource
Updated Market Participant Backup Control Center Transfer 
	January 19, 2012
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	Updated paragraph 4

Updated BAAL

Updated Desktop Guide reference & step QSE Override & QSE unable to Override
Updated step 1 in Watch

Updated Step 1 in Implement EEA Level 1
Updated Desktop Guide references

Changed title names, updated steps 1 & 3 & step Power System Stabilizers (PSS) & Automatic Voltage Regulators (AVR)
	March 1, 2012
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	Changed TSO, DSP to TO

Changed Shift Engineer to Operations Support Engineer, removed Automatic SCED Runs & Hydro Generation in Fast Response Mode, updated Note, Monitor/Deploy, 15 minutes, 20 minutes in Response to Low Frequency 
Updated step 2, 4 & 5, added SCED Data Input Failure, updated RLC Failure, LFC Failure, & EMMS Failure sections

Updated Nerc Recovery Criteria step & step 3

Updated Requirements and Notes
Changed Shift Engineer to Operations Support Engineer, deleted Large Resource Trips or Runbacks section

Updated OCN, Advisory, Watch, Emergency Notice sections

Deleted Cold Weather, replaced with Extreme Cold Weather

Section changed to Extreme Hot Weather, added OCN and Emergency Notice steps

Section number changed

Changed Shift Engineer to Operations Support Engineer
	May 1, 2012
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	Added back step Hydro Generation Operating in Synchronous Condenser Fast Response Mode

Updated to reflect changes in the TAC approved Non-Spin document

Updated to reflect changes in the TAC approved Non-Spin document
	May 14, 2012
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	Updated Site Failover step

Updated EILS to ERS per NPRR 451

Updated EILS to ERS per NPRR 451

Updated EILS to ERS per NPRR 451
	June 1, 2012
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	Removed ERCOT Shift Supervisor paragraph

Updated all steps
Updated all step 1’s
Updated 2nd note, added TCEQ, & XML for ERS
Clarified LR and ERS recalls

Updated script for Emergency Notice

Updated script for Emergency Notice

Updated 4th note
	July 16, 2012
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	Added note to step Database Load

Updated Frequency Deviations and Monitor Frequency for the Loss of EMS or Site Failover
Incorporated NPRR348
Added 30 MIN ERS and updated steps 1, 2 & 3 on Implement EEA Level 1
	August 29, 2012
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	Added Hotline Call Communication 

Updated step 3

Updated per NOGRR100

Added Note to Shut-down/Start-up Process and new Combine Cycle Generation Resources section

Updated ERS scripts
All procedures in this manual have been reviewed.
	November 1, 2012
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	Updated step 3

Updated BAAL 
New procedure, Monitor Large Ramp Events
Updated section # & SCED failure step 2

Updated section #

Updated section #

Updated section #

Updated section #

Updated Cancel Watch

All procedures in this manual have been reviewed.
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	Updated scripts

Updated scripts

Updated Monitor Frequency for the Loss of EMS or Site Failover & Actions when Frequency Telemetry is Incorrect 

Updated scripts

Updated scripts

Updated script

Updated scripts

Added QSGR Decommitment step to QSGR
Added Generic and Specific scripts

Updated Note and scripts
Updated TCEQ section and scripts
Updated scripts
Updated scripts
Updated scripts
Updated scripts
Updated scripts
Correct spelling and updated script
	June 1, 2013
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	Changed title name & updated step EMS Changes & added MMS Changes

Updated steps Base Point Deviation & 10 Minutes 
Updated 1st note

Moved procedures from Resource desk 
Updated step 1 in Watch & Emergency Notice

Updated step Pilot Project WS ERS

Updated step Reserves
	July 15, 2013
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	Updated MMS Changes

Updated 1st Note

Updated Unit & Load RRS Shortage & Not Dispatchable to SCED
Updated Shutdown/Startup
	August 9, 2013
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