Power Operations Bulletin # 615
ERCOT has posted/revised the Resource Manual.

The Various Changes are shown below. 

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.2
Communication
Procedure Purpose:  To ensure that three part communication is used for all directives and ensuring all QSEs receive Hotline calls.

	Protocol Reference
	6.5.7.8(4)
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	COM-002-2

R2
	
	
	


	Version: 1 
	Revision: 1
	Effective Date:  November 1, 2012


	Step
	Action

	Three-Part Communication

	NERC
	Each Reliability Coordinator, Transmission Operator, and Balancing Authority shall issue directives in a clear, concise, and definitive manner, shall ensure the recipient of the directive repeats the information back correctly; and shall acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	NOTE
	A directive is an authoritative instruction or direction; specific order.

	1
	ERCOT ISO is the Reliability Coordinator, Transmission Operator, and Balancing Authority.

When issuing a directive you shall use three-part communication:

· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement

Failing to do any of the three parts is a NERC Reliability Standard violation.

	2
	Many scripts have been placed throughout these procedures as a reminder of three-part communication.  However, a script cannot be provided for every scenario.  Effective three-part communication skills are mandatory.

	Hotline Call Communication

	1
	When making Hotline calls, verify that every QSE has answered.

IF:
· Not every QSE answered the Hotline;

THEN:

· Contact them using their OPX line or LD line to provide them with the message

· Inquire why they were not on the Hotline call

· Open a Help ticket if ERCOT’s Telecommunications department is needed to investigate.

	LOG
	Log all actions.


7.2
Implement EEA Levels

Procedure Purpose:  To provide for maximum possible continuity of service while maintaining the integrity of the ERCOT system to reduce the chance of cascading outages.

	Protocol Reference

	6.5.7.6.2.2
	6.5.9.1(3)
	6.5.9.4
	6.5.9.4.1

	
	6.5.9.4.2
	
	
	

	Guide Reference

	4.5.3
	4.5.3.1
	4.5.3.2
	4.5.3.3

	
	4.5.3.4
	
	
	

	NERC Standard
	COM-002-2
R2
	EOP-001-0
R3.1, R3.3, R5
	EOP-002-3.1
R1, R2, R4, R6.1, R6.2, R6.4, R6.6,  
	IRO-005-2
R1.5

	
	
	
	
	


	Version: 1 
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	Step
	Action

	NOTE
	· IF frequency falls below 59.8 Hz, ERCOT CAN immediately implement EEA 3.

· IF frequency falls below 59.5 Hz, ERCOT SHALL immediately implement EEA 3.

	NOTE
	· Public media appeals may be enacted prior to EEA. When a media appeal for voluntary energy conservation is enacted QSEs should be notified via Hotline call (Real-time Operator has the responsibility).

· Confidentiality requirements regarding transmission operations and system capacity information will be lifted, as needed to restore reliability.
· QSEs need to contact the Texas Commission on Environmental Quality (TCEQ) for enforcement discretion on air permitting requirements after ERCOT has made contact with TCEQ.

	Implement EEA Level 1

	1


	IF:

· PRC < 2300 MW; 

THEN:

· Deploy all available Non-Spin (if not previously deployed) (see Desktop Guide Resource Desk Section 2.2). 
· Determine whether system conditions require the deployment of the 30 MIN ERS (see Desktop Guide Resource Desk Section 2.9).

· Make EEA 1 posting to MIS Public using Notice Builder.
· Use preformatted notice “EEA Level 1”  

	2
	IF:
· Generation Resource (that are not bid in for Non-Spin) have a unit status of OFF and can be brought On-line within the timeframe of the emergency;

THEN:

· Issue a VDI to commit the Resource (see Desktop Guide Common to Multiple Desks Section 2.3)
· Choose “Commit” as the Instruction Type from Resource level

· VDIs need a start/stop time (issue one hour at a time)
IF:
· ERS is deployed;

THEN:

· Notify the Real-Time Operator when XML message has been completed.  ERS must be deployed before hotline call is made.

	3
	IF:
· A Generation Resource was scheduled to come Off-line before the start of the emergency and requests to come Off-line;

THEN:

· Issue a VDI to commit the Resource (see Desktop Guide Common to Multiple Desks Section 2.3)
· Choose “Commit” as the Instruction Type from Resource level

VDIs need a start/stop time (issue one hour at a time) 

	4
	Verify and log that all measures have been implemented.   

	Implement EEA Level 2

	1

	IF:

· PRC <  1750 MW or unable to maintain system frequency at 60.00Hz;
THEN:

· Determine whether system conditions require the deployment of Load Resources and/or ERS Resources by considering the following:

· If at peak hour, will the 10 MIN ERS be sufficient and have they already been deployed in the current contract period
· If not at peak hour, will half of Load Resources be sufficient, or the 30 MIN ERS
· Deploy Load Resources and/or ERS;
· Notify the Real-Time Operator when XML message has been completed.  Load Resources/ERS must be deployed first before hotline call is made,
· Desktop Guide Resource Desk (Section 2.1 for Load Resources; Section 2.9 for ERS).
· Make EEA 2 posting to MIS Public using Notice Builder.
· Use preformatted notice “EEA Level 2”

IF:

· Extending Current Deployments of Load Resources;

THEN:

· Deploy either “Group 1” or “BOTH” Load Resources (see Desktop Guide Resource Desk Section 2.1). 

	ERS

Business

Hour

Changes
	IF:

· ERS Resources are deployed, and additional ERS Resources are needed and available due to business hour changes; 

THEN:

· Deploy next business hour

· Take into consideration the time requirement for the 10 MIN and 30 MIN ERS
· Notify the Real-Time Operator when XML message has been completed.  ERS must be deployed before hotline call is made.

	2
	IF:
Went straight to EEA Level 2;

THEN:

· Ensure tasks in EEA Level 1 are complete.

	3
	Verify and log that all measures have been implemented.

	Implement EEA Level 3

	1

	IF:

· Unable to maintain system frequency at 59.80 Hz;
THEN:

· Make EEA 3 posting to MIS Public using Notice Builder.
· Use preformatted notice “EEA Level 3”

	2
	Verify and log that all measures have been implemented.


8.1
Weekly Hotline Test
Procedure Purpose: To perform a weekly communication test of the ERCOT Hotline phone system.
	Protocol Reference
	
	
	
	

	Guide Reference
	7.1.3(3)
	
	
	

	NERC Standard
	COM-001-1.1

R2
	EOP-005-1

R5
	
	


	Version: 1 
	Revision: 4
	Effective Date:  November 1, 2012


	Step
	Action

	NOTE
	In the event of a failure of the Forum Conference Client software, the most recent printout of the Hotline log may be used to perform a manual roll call of the QSEs.

	NOTE
	Insure all Invalid Hotlines “Lost Souls” are cleared prior to the hotline call.

	NOTE
	Confirm with Shift Supervisor the threat alert level, which can be viewed at the following links: 
http://www.esisac.com/SitePages/Home.aspx, OR

http://www.dhs.gov/files/programs/ntas.shtm
The definitions for the threat alert level are listed in the Security Alert Plan.

	1
	Each Monday between 0630 and 1100 test the ERCOT Hotline and when working out of the Alternate Control Center during the monthly scheduled dates.

	2
	Using the Hotline, notify all QSEs/TOs of the purpose of the call.

· When QSEs have answered the Hotline, print Hotline participants.

Typical Script:
“This is ERCOT Operator [first and last name].  ERCOT is conducting the weekly [QSE/TO] Hotline test.  ERCOT is currently at threat alert level [state alert level].  The following notices are currently in effect:

· List OCNs, Advisories, Watches and/or Emergency Notices in effect.

· State “None” if none are in effect.

This ends the test of the ERCOT Hotline.  That is all.”

	3
	IF:

· Not every QSE answered the Hotline;

THEN:

· Contact them using their OPX line or LD line to inquire why they were not on the Hotline Call;
· Inquire why they were not on the Hotline call;
· Open a Help ticket if ERCOT’s Telecommunications department is needed to investigate.

	4
	Place printout in the appropriate folder in the file in the back of the room.

	LOG
	Log all actions.
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