Power Operations Bulletin # 613
ERCOT has posted/revised the Real Time Manual.

The Various Changes are shown below. 

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.2
Communication
Procedure Purpose:  To ensure that three part communication is used for all directives and ensuring all QSEs receive Hotline calls.
	Protocol Reference
	6.5.7.8(4)
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	COM-002-2
R2
	
	
	


	Version: 1 
	Revision: 1
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	Step
	Action

	Three-Part Communication

	NERC
	Each Reliability Coordinator, Transmission Operator, and Balancing Authority shall issue directives in a clear, concise, and definitive manner, shall ensure the recipient of the directive repeats the information back correctly; and shall acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	NOTE
	A directive is an authoritative instruction or direction; specific order.

	1
	ERCOT ISO is the Reliability Coordinator, Transmission Operator, and Balancing Authority.

When issuing a directive you shall use three-part communication:

· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement

Failing to do any of the three parts is a NERC Reliability Standard Violation.

	2
	Many scripts have been placed throughout these procedures as a reminder of three-part communication.  However, a script cannot be provided for every scenario.  Effective three-part communication skills are mandatory.

	Hotline Call Communication

	1
	When making Hotline calls, verify that every QSE has answered.

IF:

· Not every QSE answered the Hotline;

THEN:

· Contact them using their OPX line or LD line to provide them with the message

· Inquire why they were not on the Hotline call

· Open a Help ticket if ERCOT’s Telecommunications department is needed to investigate.

	LOG
	Log all actions.


2.5
Alarm Processing and Acknowledgment


Procedure Purpose: To monitor and acknowledge system alarms.
	Protocol Reference 
	
	
	
	

	
	
	
	
	

	Guide Reference 
	
	
	
	

	
	
	
	
	

	NERC Standard
	IRO-002-2
R6, R8
	IRO-003-2

R2
	IRO-005-3.1a
R1.1, R1.2
	TOP-002-2.1b
R8

	
	TOP-006-2
R2, R5
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	Step
	Action

	NOTE
	The Alarm Displays for ERCOT are primarily used to show changes in equipment status.

The alarms are categorized based on alarm criticality and prioritization on the Alarm Summary Display:

	Categories
	Tab 1: 345 KV Transmission Equipment Status

Tab 2: 138 KV Transmission Equipment Status

Tab 3: Generator Breaker, AVR, CAPS, REACTOR and SPS Status

Tab 4: RLC alerts

Tab 5: Transmission Line Overloads - Voltage Violations - Critical Alarms

Tab 6: QKNET alarms

Tab 7: ICCP status 

Tab 8: All other alarms

	1
	Monitor the Alarm Summary Display pages 3, 6 and 7 as necessary to confirm system reliability status.

	2
	Take appropriate action as System conditions warrant.

	3
	Coordinate with the Transmission Operator to clear the alarms approximately every 12 hours or as needed.


3.5
Monitor and Control Time Error Correction
Procedure Purpose:  This procedure will establish the standard for implementing time error correction.  ERCOT ISO is the Reliability Coordinator and Balancing Authority that implements and terminates ERCOT Time Corrections in accordance with ERCOT Protocols and Operating Guides.  ERCOT Reliability Coordinator is the Interconnection Time Monitor within the ERCOT Interconnection.
	Protocol Reference

	6.5.7.6.1(8)(b)
	
	
	

	
	
	
	
	

	Guide Reference

	2.2.1(3)(c)(vi)
	2.2.9.1
	2.2.9.2
	

	
	
	
	
	

	NERC Standard
	BAL-004-0

R1, R2, R3, R4
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	Step
	Action

	Requirements
	· When time error is equal to or greater than +/- 30 seconds, ERCOT may initiate a time correction.
· Time Error Corrections normally start and end on the hour or half-hour.
· The Time Error Correction will be ended when the error is less than +/- 27.0 seconds.
· The time correction may be postponed if it is determined that load patterns in the immediate future will result in the desired time correction
· 
· Time Error Correction Notifications shall be labeled alphabetically on a monthly basis (A-Z).  In the succeeding month, the first Time Error Correction will revert back to “A”.

	Log
	Log the start time, stop time, Time Error ID letter, time error, and Frequency Offset for each start and termination.

	Initiating

Time Error

Correction
	IF:

· Time error is greater than +/- 30 seconds;
THEN:

· Start Time Error Correction Schedule,
· Enter the appropriate Time Error ID letter,
· Enter the frequency offset using – 0.02 for fast time correction (59.98 Hz) or +0.02 for slow time correction (60.02 Hz),
· Enter a Start Time later than the current time AND enter a Stop Time later than the scheduled start time,
· Before starting the Time Error, notify the QSEs via a Hotline call of the start time and frequency offset,
· Log in the Operator’s Log start time, stop time, Time Error ID letter, time error, and frequency offset for each start and termination.
Typical Script:
“This call requires everyone to remain on the line until it is complete.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is initiating a Time Error Correction, we will enter the frequency offset using [-0.02] or [+0.02] at [time].  The current time error is [time].  Thank you.”

	NOTE
	If a Time Error Correction is prematurely terminated or a scheduled Time Error Correction is cancelled for reliability considerations, log all actions taken and wait at least one hour between sending the termination and re-initiation notices.

	Terminating

Time Error

Correction
	Monitor the Time Error until it reaches an acceptable value (+/- 27.0 seconds)

· Time Error Correction may be terminated after five hours, or after any hour it has reached an acceptable value of +/- 27.0 seconds.
· Notify all QSEs using a Hotline call, if available, before ending the time correction.
Typical Script:
“This call requires everyone to remain on the line until it is complete.  This is ERCOT Operator [first and last name].  ERCOT is ending the Time Error Correction at [xx:xx].  The current time error is [time].  Thank you.”


4.1
Managing SCED

Procedure Purpose: To ensure that a SCED solution has solved and that the solution is reasonable.  
	Protocol Reference
	3.8.3
	6.3.2(2)
	6.5.7.1.13(3)
	6.5.7.6.2.1(4)

	
	6.5.7.6.2.2
	6.5.7.6.2.1(1)
	6.5.7.6.2.1(4)
	6.5.1.1(b)

	
	6.5.5.2(6)
	6.5.7.6.2.3
	6.5.9.1(2)
	

	Guide Reference
	
	
	
	

	
	
	
	
	

	NERC Standard
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	Step
	Action

	Workflow Controller Messages

	NOTE
	The SCED Workflow Controller provides three color coded messages as indicated in the following:

· GREEN – Informational (i) and Success (s)
· BLUE – Warning (w)
· RED – Error (e) and Fatal Error (f)

	1
	REVIEW REFERENCE DISPLAY:

Market Operation>Real-Time Market>SCED Displays>Workflow>SCED Workflow Messages

Monitor SCED Workflow Controller logs for “Warning” and “Error” messages.

	2
	IF:

· The log indicates an “Error” or “Fatal Error”;
THEN:

· Contact the Help Desk and notify all Control Room staff,
· Attempt to resolve the issue, refer to Desktop Guide Real Time Desk Section 2.5,
· Refer to Section 3.2 “Managing SCED Failures” in this procedure.

	SCED Solution Time Parameter 

	NOTE
	Typically SCED should produce a solution within 20 seconds.  It is highly desirable to have at least 3 executions of SCED in any 15 minute period.

	Automatic

Trigger
	Verify that SCED is automatically triggered:
· Periodically every 5 minutes
· About 60 seconds after RRS is automatically deployed by LFC
IF:

· SCED is not automatically executed (but has not failed);
THEN:

· Manually execute SCED,
· Immediately notify the Shift Supervisor and Operations Support Engineer,
· Continue to manually execute SCED approximately every 5 minutes until the condition is corrected.

	Manual

Trigger
	SCED may be manually triggered when the following is identified:

· Frequency deviates  +/-0.05 Hz for more than 5 minutes
· Generation Resource trips and Frequency is > 59.91 Hz
· When approximately 50% of Regulation has been deployed
· Approximately 60 seconds after Generation Resources providing RRS have been deployed.
· As frequently as needed after Load Resources providing RRS have been deployed.

	LOG
	Log all actions taken as necessary.

	Quick Start Generation Resource

	QSGR
	A Generation Resource that in its cold-temperature state can come On-Line within ten minutes of receiving ERCOT notice and has passed an ERCOT Quick Start Generation Resource test that establishes an amount of capacity that can be deployed within a ten minute period.

	COP
	The QSE for a QSGR that is available for deployment by SCED shall set the COP Resource Status ON, the COP LSL and HSL values to the expected sustainable LSL and HSL for the QSGR for the hour.  If the QSGR is providing Non-Spin, then the A/S Resource Responsibility for Non-Spin shall be set to the Resource’s Non-Spin responsibility in the COP.  If the Resource’s Non-Spin responsibility is greater than the difference between HSL and LSL, then the QSGR that is available for deployment by SCED shall set the COP LSL to zero.

	Telemeter
	The QSGR that is available for deployment by SCED shall telemeter a Resource Status of ON and an LSL of zero prior to receiving a deployment instruction from SCED.  This status is necessary in order for SCED to recognize that the Resource can be Dispatched.  The status of the breaker shall be open and the output of the Resource shall be zero in order for the State Estimator to correctly assess the state of the system.  After being deployed for energy by SCED, the Resource shall telemeter an LSL equal to or less than the Resource’s actual output until the Resource has ramped to its physical LSL.  After reaching its physical LSL, the QSGR shall telemeter an LSL that reflects its physical LSL.  The QSGR that is providing Off-Line Non-Spin shall always telemeter an Ancillary Service Resource Responsibility for Non-Spin to reflect the Resource’s Non-Spin obligation and shall always telemeter an Ancillary Service Schedule for Non-Spin of zero to make the capacity available for SCED.  A QSGR with a telemeter breaker status of open and a telemeter Resource Status of ON shall not provide Regulation or Responsive Reserve Service.

	QSGR

Qualification

Test
	WHEN:

· Conducting a QSGR qualification test for Operations Analysis;
THEN:

· Issue a VDI

· Choose “OTHER_RES” as the Instruction Type from Resource level

· Enter “QSGR Qualification Test” in “Other Information”

	Generation Resource Shut-down/Start-up Process

	Shutdown/

Startup
	Shut-down:

· A QSE representing a Generation Resource that is not actively providing A/S may only use a Resource Status of SHUTDOWN through telemetry that the Resource is operating in a shutdown sequence requiring manual control and is not available for Dispatch.
Start-up:

· A QSE representing a Generation Resource that is not actively providing A/S may only use a Resource Status of STARTUP through telemetry that the Resource is operating in a start-up sequence requiring manual control and is not available for Dispatch.

	NOTE
	QSEs can manage basepoint deviations by adjusting their telemetered ramp rate.

	NOTE
	When a Resource is carrying “Off-Line” Non-spin and that Non-Spin is being recalled, the QSE would continue to show the Non-Spin responsibility on the Resource that is shutting down.

	Combine Cycle Generation Resources

	NOTE
	WHEN:

· Combine Cycle Generation Resources are changing configuration creating basepoint deviations
THEN:
· QSEs will need to manage their telemetered HSL for proper basepoints.

	Telemetry Issues that could affect SCED and/or LMPs

	Not Dispatchable to SCED
	REVIEW REFERENCE DISPLAY:

EMS Applications>Generation Control>Resource Limit Calculation>RLC Unit Input Data and RLC Unit Output Data
WHEN:

· A QSE has telemetered more A/S on a specific Resource that is greater than their HSL, OR
· A Resource is generating more than their telemetered HSL; 
THEN:

· SCED will set the HDL=LDL=MW making the Resource undispatchable,
· Request the QSE to make corrections to their telemetry (Resource status, Resource limits, A/S responsibilities, etc.)

	QSE

 Override
	IF:

· The QSE cannot fix the issue in a timely manner;
THEN:
· Ask the Market Participant to over-ride the bad telemetry.

	QSE

 unable to Override
	IF:

· For some reason, the QSE cannot override the bad telemetry;
THEN

· Request the Operations Support Engineer to override the bad telemetry,
· Manually run SCED, if needed.  


5.3
Implement EEA Levels
Procedure Purpose:  To provide for maximum possible continuity of service while maintaining the integrity of the ERCOT System to reduce the chance of Cascading Outages.

	Protocol Reference

	6.5.7.6.2.2
	6.5.9.1(3)
	6.5.9.4
	6.5.9.4.1

	
	6.5.9.4.2
	
	
	

	Guide Reference

	4.5.3
	4.5.3.1
	4.5.3.2
	4.5.3.3

	
	4.5.3.4
	
	
	

	NERC Standard
	COM-002-2
R2
	EOP-001-0.1b
R3.1, R3.3, R5
	EOP-002-3.1
R1, R2, R4, R6.1, R6.2, R6.4, R6.6,  
	IRO-005-3.1a
R1.5
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	Step
	Action

	NOTE
	· IF frequency falls < 59.8 Hz, ERCOT CAN immediately implement EEA 3.
· IF frequency falls < 59.5 Hz, ERCOT SHALL immediately implement EEA 3.

	NOTE
	Confidentiality requirements regarding Transmission Operations and System Capacity information will be lifted, as needed to restore reliability.

	30 MIN ERS
	For the 30-Minute Emergency Response Service (ERS) Pilot Project, ERCOT may deploy 30-Minute ERS only during an EEA Level 1, 2, or 3, or during a Load-shed test. ERCOT will conduct unannounced ERS testing of Pilot Resources by way of a VDI to all QSEs representing Pilot Resources.

	Media

Appeal
	Public media appeals may be enacted prior to EEA. When a media appeal for voluntary energy conservation is enacted, QSEs should be notified via Hotline call (see EEA 2 for typical script).

	TCEQ
	It is ERCOTs responsibility to contact the Texas Commission on Environmental Quality (TCEQ) to notify them that ERCOT is in an emergency.  This will be dependent on the situation and communications from QSEs regarding any emissions limitations they have in responding to our dispatch instructions.  ERCOT will then communicate TCEQ’s response to our generic request to consider enforcement discretion to the QSEs.  The QSEs will still have to contact TCEQ themselves to get the discretion for their particular unit(s).

	Implement EEA Level 1

	1


	IF:

· PRC < 2300 MW;
THEN:

· Select the activate EEA flag in EMS,
· Determine whether system conditions warrant the deployment of 30 minute ERS Resources:

· If not at peak hour, will all the 30 MIN ERS be sufficient to restore reserves
· Using the Hotline, notify all QSEs to implement EEA 1. 
Typical Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is declaring EEA 1, QSEs are to perform their necessary steps for EEA 1.  Report to ERCOT any loss of generation or issues, and ERCOT is reminding you that you can schedule available interchange into ERCOT across the DC-Ties. [QSE] please repeat this back to me.  That is correct, thank you.”
Typical Script for 30 MIN ERS: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is declaring EEA 1, QSEs are to perform their necessary steps for EEA 1.  ERCOT is directing QSEs to deploy all 30 MIN ERS Resources with an obligation in the current time period until further notice. Report to ERCOT any loss of generation or issues, and ERCOT is reminding you that you can schedule available interchange into ERCOT across the DC-Ties. [QSE] please repeat this back to me.  That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	IF:
· Generation Resource (that are not bid in for Non-Spin) have a unit status of OFF and can be brought On-line within the timeframe of the emergency;

THEN:

· Issue a VDI to commit the Resource
· Choose “Commit” as the Instruction Type from Resource level

· VDIs need a start/stop time (issue one hour at a time)

· Enter “capacity” in “other information”

	3
	IF:
· A Generation Resource was scheduled to come Off-line before the start of the emergency and requests to come Off-line;

THEN:

· Issue a VDI to commit the Resource
· Choose “Commit” as the Instruction Type from Resource level

· VDIs need a start/stop time (issue one hour at a time) 

· Enter “capacity” in “other information”

	TCEQ
	IF:
· ERCOT has contacted TCEQ to make them aware of the emergency and determine if they would consider enforcement discretion requests;

THEN:

· Make Hotline call to QSEs with this information.

Typical Script if TCEQ is accepting enforcement discretion requests: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], ERCOT had contacted the TCEQ to make them aware of the emergency.  TCEQ is accepting enforcement discretion requests.  You will need to contact them to receive discretion for your particular units. [QSE] please repeat this back to me.  That is correct, thank you”.

Typical Script if TCEQ is NOT accepting enforcement discretion requests: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], ERCOT had contacted the TCEQ to make them aware of the emergency.  TCEQ is not accepting enforcement discretion requests at this time. [QSE] please repeat this back to me.  That is correct, thank you”.

	4
	Verify and log that all measures have been implemented.   

	Implement EEA Level 2

	1

	IF:

· PRC < 1750 MW or unable to maintain system frequency at 60.00Hz;
THEN:

· Determine whether system conditions require the deployment of Load Resources and/or ERS Resources by considering the following:
· If at peak hour, will the 10 MIN ERS be sufficient and have they already been deployed in the current contract period.
· If not at peak hour, will half of Load Resources be sufficient, or the 30 MIN ERS
· Using the Hotline, notify all QSEs to implement EEA 2 and any measures associated with EEA 1, if not already implemented. 


	Load

Resources
	IF:

· Deploying Load Resources, the Resource Operator must complete the XML deployment of the Load Resources before the Hotline call is made.

· PRC < 1750 MW, deploy Group 1
· PRC < 1375 MW, deploy both Groups 1 and 2 simultaneously
Typical Script for one Group: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 2 and has deployed Group 1 Load Resources.  Implement all measures associated with EEA 1, if not already implemented. [QSE] please repeat this back to me.  That is correct, thank you”
Typical Script for both Groups: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 2 and has deployed all Load Resources.  Implement all measures associated with EEA 1, if not already implemented. [QSE] please repeat this back to me.  That is correct, thank you”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	ERS
Resources
	IF:
· Deploying ERS, the Resource Operator must complete the XML deployment of the ERS before the Hotline call is made.

· Deploy all ERS Resources as a single block.

Typical Script for 10 MIN ERS: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 2.  ERCOT is directing QSEs to deploy all 10 MIN ERS Resources with an obligation in the current time period until further notice.  Implement all measures associated with EEA 1 if not already implemented.  [QSE] please repeat this back to me.  That is correct, thank you”.
Typical Script for 30 MIN ERS: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 2.  ERCOT is directing QSEs to deploy all 30 MIN ERS Resources with an obligation in the current time period until further notice.  Implement all measures associated with EEA 1 if not already implemented.  [QSE] please repeat this back to me.  That is correct, thank you”.
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	When

ERS
Business Hours

Change
	IF:

· ERS Resources are deployed, and additional ERS Resources are needed and available due to business hour changes; the Resource Operator must complete the XML deployment of the ERS before the Hotline call is made.
THEN:

· Deploy the next business hour
Typical Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is in EEA 2.  ERCOT is directing QSEs to deploy all [10 MIN or 30 MIN] ERS Resources with an obligation in the current time period until further notice.  All previously deployed ERS Resources are to remain deployed consistent with their obligation until recalled.  [QSE] please repeat this back to me.  That is correct, thank you”.

	NOTE
	· ERS can only be deployed  a maximum of 8 hours per contract period unless renewed (only 10 MIN ERS can be renewed).

· Contract Periods:

· February - May

· June – September

· October – January 

For current deployment data, refer to the Real Time Values Spreadsheet “ERS Tab”

	NOTE
	All Load Resources, 10 MIN ERS, and 30 MIN ERS must be deployed before firm load.

	Media Appeal
	· Unless already in effect, verify with the Shift Supervisor that the communications group has issued an appeal through the public news media for voluntary energy conservation,  
· Notify QSEs, via Hotline, that a media appeal for conservation is in effect.
Typical Script: 
“This is ERCOT Operator [first and last name]; ERCOT has issued an appeal through the public news media for voluntary energy conservation.  Any questions?  Thank you”.

	2
	Verify and log that all measures have been implemented.

	Implement EEA Level 3

	1

	IF:

· Unable to maintain system frequency at 59.80 Hz;
THEN:

· Using the Hotline, notify all QSEs to implement EEA 3 and any measures associated with EEA 1 and 2, if not already implemented.
Typical Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 3, [MW Amount] of firm load is being shed.  Implement all measures associated with EEA 1 and 2, if not already implemented. 

[QSE] please repeat this back to me.  That is correct, thank you”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	Verify and log that all measures have been implemented.
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5.2
	1.0 / 1

1.0 / 4

1.0 / 3
1.0 / 3
1.0 / 0

1.0 / 3

1.0 / 3
	Updated step Site Failovers

Updated step 3 in SCED Failure, step 4 in RLC Failure, Note in LFC (AGC) Failure and step 2 in EMS (LFC and RLC/SCED Failure

Updated step 3

Updated step Capacity Shortage

Added new procedure

Updated Watch and Emergency Notice

All step 1’s
	March 25, 2011

	2.6

3.1

3.2
3.3

3.6
5.1
5.4

5.5
	1.0 / 2

1.0 / 4

1.0 / 5
1.0 / 4

1.0 / 1
1.0 / 4
1.0 / 3

1.0 / 2
	Added steps and updated whole procedure 

Added new step to Maintain System Frequency and updated Response to High Frequency & Response to Low Frequency
Updated steps 2, 3, 5 in SCED Failure; steps 2, 3, 4, 6 in RLC Failure; steps 1, 3 in LFC (AGC) Failure; steps 2, 5 in EMS (LFC and RLC/SCED) Failure
Updated NERC Recovery Criteria, step 1 & 4
Updated 1st script

Updated step 1 in Watch and Emergency Notice and step Post
Updated 1st and 2nd script in Restore Firm Load, Updated 1st in Move From EEA Level 3 to EEA Level 2B
Updated step 3
	April 22, 2011

	3.3

5.1

5.3
5.4

6.1

6.2

6.3

6.4
	1.0 / 5

1.0 / 5

1.0 / 3
1.0 / 4

1.0 / 2

1.0 / 0

1.0 / 2

1.0 / 2
	Updated step NERC Recovery Criteria

Updated all step 1’s

Updated step 1 in Implement EEA Level 1, step 1 in Implement EEA Level 2A, added note and updated step 2 in Implement EEA Level 2B, step 1 in Implement EEA Level 3
Updated all step 1’s

Updated all steps 
Added new procedure
Updated section number and all steps
Updated section number and all steps
	June 8, 2011

	2.6

3.1

5.1

5.2

5.3

5.4

8.1


	1.0 / 3

1.0 / 5

1.0 / 6

1.0 / 4
1.0 / 4

1.0 / 5

1.0 / 1


	Added step If EBPs are needed”, updated step IF EBPs are needed and W-N was Active before site failover started

Added step Hydro, updated step Frequency Deviations 

Updated step Watch

Updated all steps 

Updated 1st note, step 1 in EEA level 1 & 2A

Updated step 1 in Move for EEA level 1 to 0

Added Market Participant Backup Control Center Transfer procedure
	July 20, 2011

	3.1

3.2

3.4

4.1

6.4

6.5
	1.0 / 6

1.0 / 6

1.0 / 4

1.0 / 4

1.0 / 0

1.0 / 3
	Updated step Monitor, 15 minutes, 20 minutes and 25 minutes in Response to High Frequency 

Updated step 2 in LFC Failure, step 4 & 5in EMS Failure

Updated step Capacity Surplus

Updated step 2 in Workflow Controller Messages
Added new procedure “Extreme Hot Weather”

Changed section number
	August 3, 2011

	2.7
3.1

5.1

5.2

5.3

5.4

6.4

7.1
	1.0 / 1
1.0/ 7

1.0 / 7

1.0 / 5

1.0 / 5

1.0 / 6

1.0 / 1

1.0 / 1
	Updated step Hotline Call
Updated NERC Standard reference table

Added projected reserve capacity shortage and Extreme Hot Weather in Watch
Updated step 1 in Advisory & Watch

Updated 2nd Note, step 1 in Implement EEA 1, step Media Appeal & 1 in Implement EEA 2A, 1st Note & step 2 in Implement EEA 2B
Added Note to Move From EEA 3 to EEA 2B and Move From EEA 2A to EEA 1

Updated temperature from 102 to 103

Updated 4th note and step 1
	September 1, 2011

	3.2

5.3

5.4
	1.0 / 7

1.0 / 6

1.0 / 7
	Updated SCED Failure step 2 and 3, RLC Failure step 3 and LFC (AGC) Failure step 3

Combined EEA 2A & B per NPRR 379

Combined EEA 2 A & B per NPRR 379
	October 1, 2011

	3.2
	1.0 / 8
	Updated script for LFC and EMS Failure
	November 1, 2011

	2.4
2.6

4.1

5.1
6.3


	1.0 / 1

1.0 / 4

1.0 / 5
1.0 / 8

1.0 / 3


	Added step Review, Updated “Site Failover with W-N Active”

Added Note to Large Resource Trips or Runbacks

Updated Post in “Scripts” Updated “OCN” and “Advisory” 

All procedures in this manual have been reviewed.
	December 15, 2011

	1.2

3.1

4.1

8.1


	1.0 / 1

1.0 / 7

1.0 / 6
1.0 / 2


	Updated Scope

Updated Response to High Frequency & Response to Low Frequency
Updated Large Resource Trips or Runbacks, Quick Start Generation Resource
Updated Market Participant Backup Control Center Transfer 
	January 19, 2012

	2.1

3.1

5.1

5.3

7.1

8.1


	1.0 / 1

1.0 / 8

1.0 / 7

1.0 / 9

1.0 / 7

1.0 / 2

1.0 / 3


	Updated paragraph 4

Updated BAAL

Updated Desktop Guide reference & step QSE Override & QSE unable to Override
Updated step 1 in Watch

Updated Step 1 in Implement EEA Level 1
Updated Desktop Guide references

Changed title names, updated steps 1 & 3 & step Power System Stabilizers (PSS) & Automatic Voltage Regulators (AVR)
	March 1, 2012

	2.1

3.1

3.2

3.3

3.5

4.1

5.1

6.2

6.3
6.4

8.1


	1.0 / 2

1.0 / 9

1.0 / 9

1.0 / 6

1.0 / 2

1.0 / 8

1.0 / 10

1.0 / 4
1.0 / 2

1.0 / 4

1.0 / 4


	Changed TSO, DSP to TO

Changed Shift Engineer to Operations Support Engineer, removed Automatic SCED Runs & Hydro Generation in Fast Response Mode, updated Note, Monitor/Deploy, 15 minutes, 20 minutes in Response to Low Frequency 
Updated step 2, 4 & 5, added SCED Data Input Failure, updated RLC Failure, LFC Failure, & EMMS Failure sections

Updated Nerc Recovery Criteria step & step 3

Updated Requirements and Notes
Changed Shift Engineer to Operations Support Engineer, deleted Large Resource Trips or Runbacks section

Updated OCN, Advisory, Watch, Emergency Notice sections

Deleted Cold Weather, replaced with Extreme Cold Weather

Section changed to Extreme Hot Weather, added OCN and Emergency Notice steps

Section number changed

Changed Shift Engineer to Operations Support Engineer
	May 1, 2012

	3.1

3.4

5.2
	1.0 / 10

1.0 / 5

1.0 / 6
	Added back step Hydro Generation Operating in Synchronous Condenser Fast Response Mode

Updated to reflect changes in the TAC approved Non-Spin document

Updated to reflect changes in the TAC approved Non-Spin document
	May 14, 2012

	2.6

5.3

5.4

6.3
	1.0 / 5

1.0 / 8

1.0 / 8

1.0 / 3
	Updated Site Failover step

Updated EILS to ERS per NPRR 451

Updated EILS to ERS per NPRR 451

Updated EILS to ERS per NPRR 451
	June 1, 2012

	1.3

2.6

5.1

5.3

5.4

6.2

6.3

7.1
	1.0 / 1

1.0 / 6

1.0 / 11

1.0 / 9

1.0 / 9

1.0 / 5

1.0 / 4

1.0 / 3
	Removed ERCOT Shift Supervisor paragraph

Updated all steps
Updated all step 1’s
Udated 2nd note, added TCEQ, & XML for ERS
Clarified LR and ERS recalls

Updated script for Emergency Notice

Updated script for Emergency Notice

Updated 4th note
	July 16, 2012

	2.6

3.1

4.1

5.3


	1.0 / 7

1.0 / 11

1.0 / 9

1.0 / 10


	Added note to step Database Load

Updated Frequency Deviations and Monitor Frequency for the Loss of EMS or Site Failover
Incorporated NPRR348
Added 30 MIN ERS and updated steps 1, 2 & 3 on Implement EEA Level 1
	August 29, 2012

	2.2
2.5

3.5

4.1
5.3

	1.0 / 1
1.0 / 3

1.0 / 3

1.0 / 10
1.0 / 11

	Added Hotline Call Communication 

Updated step 3
Updated per NOGRR100

Added Note to Shut-down/Start-up Process and new Combine Cycle Generation Resources section
Updated ERS scripts
All procedures in this manual have been reviewed.
	November 1, 2012
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