Power Operations Bulletin # 608

ERCOT has posted/revised the Resource Manual.

The Various Changes are shown below. 

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
3.1
Compliance Monitoring

Procedure Purpose: To monitor QSE performance
	Protocol Reference
	3.9.1(7) & (8)
	6.3.2(2)
	6.4.2.5 (2)
	6.4.2.5(3)(b)

	
	6.4.8.1(1)
	6.5.7.5(2)
	6.5.9(3)
	8.1.1.3(3)

	Guide Reference
	
	
	
	

	NERC Standard
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	Step
	Action

	Monitor Resource Status for Discrepancies

	NOTE
	ERCOT shall honor all Resource operating parameters in Dispatch Instructions under normal conditions and Emergency Conditions. During Emergency Conditions, ERCOT may verbally request QSEs to operate its Resources outside normal operating parameters.  If such request is received by a QSE, the QSE shall discuss the request with ERCOT in good faith and may choose to comply with the request.

	Monitor COP
	REVIEW REFERENCE DISPLAY:

Market Participation>Physical Market>Market Operator Data>COP Monitor

Periodically:

· Review the COP changes utilizing the Date/Time of Submission column as a reference;

IF:

· A QSE has changed a resource status code, resource parameter, or ancillary service on a specific resource; 
THEN:

· Review the change in the COP Monitor, AND

· Notify the QSE representing the resource if the change is unacceptable to ERCOT.

	Telemetered Status
	REVIEW REFERENCE DISPLAY:

Market Participation>Physical Market>Market Operator Data>Consistency Checks
IF:

· Discrepancy is identified between a COP and telemetered Resource Status;
THEN:

· Call the QSE representing Resource to determine the correct resource status and have them make the necessary correction.
NOTE:  It is not necessary to make calls for inconsistent telemetry/COP for quick start units.  

	Not Dispatchable to SCED
	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Nodal Operational Status>Resource Limits Data>Unit Tab
WHEN:

· A QSE has telemetered more A/S on a specific Resource that is greater than their HSL; 

THEN:

· SCED will set the HDL=LDL=MW making the Resource undispatchable,

· Request the QSE to make corrections to telemetry (Resource status, Resource limits, A/S responsibilities, etc)
WHEN:

· A Resource is generating above its HASL;

THEN:
· SCED will set HDL=LDL=MW-5*Down Ramp Rate

· Request the QSE to make corrections to telemetry (Resource status, Resource limits, A/S responsibilities, etc)

	ON
TEST
	· If the ONTEST Resource Status Code is used to indicate that a Generation Resource is performing a test, the QSE should notify ERCOT by 1800 in the Day-Ahead,
· Review the list of approved Resources to be ONTEST
· .

	Control Block Up/Down
	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Related Displays>Expected Generation and Load Details>Unit tab

· Control Block Current UP/DN are telemetry points that a QSE can use in emergency situations to communicate that a resources ability to adjust its output has been unexpectedly impaired.
· If a QSE has a Control Block set for greater than 5 minutes, the system will set the corresponding (UP/DN) Too Long flag to indicate this to the operator.

	Manual Override Checks

	1
	Market Operation>Real-Time Market>SCED Displays>DSI Displays>DSI Data Processes>DSI Operator Manual Overide HDL and LDL

Periodically:

· Review the Manual HDL and LDL overrides to ensure they are still needed.

IF:

· Override exists;

THEN:

· Coordinate with the Transmission Operator to determine if override is still needed.

	Dynamically Scheduled Resource

	NOTE
	Each QSE may not have more than one DSR Load.

	DSR
	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Analyst Displays>Gen Monitoring Displays>Dynamic Schedules>Load Based

IF:

· A DSR load signal fails for any reason for > than one 15 minute Settlement Interval;
THEN:

· Notify the QSE and notify the Helpdesk to suspend validation of DSR Output Schedule. 
IF:

· A DSR load signal fails for more than 10 consecutive hours;
THEN:

· Notify the Helpdesk to have DSR suspended until the signal is reliably restored.

	NOTE
	IF:

· The signal failure is identified to be an ERCOT communication problem;
THEN:

· ERCOT will not suspend the QSE’s ability to use DSR.

	Monitor QSE Ancillary Services Obligation

	Real-Time

RRS

A/S

Shortage
	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Ancillary Service Monitoring Summary

Check at least once an hour, however we are waiting on a display enhancement to make this process manageable:

· Click on Responsive Reserve QSE Detail to see which QSEs are short, however clicking on Unit details and Load details will give you the detailed information

· Filter on Limit Violation (check marks indicate there is a shortage)
WHEN:

· A QSE shows a Real-Time A/S shortage;
NOTIFY:

· The QSE of their RRS shortage;
THEN:

· Within ten minutes, the QSE must:

· Correct the telemetered A/S Resource Responsibility to provide sufficient capacity, OR
· Provide both appropriate justification for not satisfying their A/S Obligation AND a plan to correct the shortfall that is acceptable.

IF:

· The QSE is unable to replace their A/S Obligation;

THEN:
· Notify the Shift Supervisor and determine if A/S shortage amount and reliability need is sufficient enough for ERCOT to replace from existing offers.

	A/S 
Difference 

in COP
	REVIEW REFERENCE DISPLAY:

Market Participation>Physical Market>SASM Market>AS Responsibility - QSE
Market Participation>Physical Market>SASM Market>Failure To Provide
Check approximately 5 minutes after each hour:

IF:

· A/S Difference (MW) column displays negative values in RED;
THEN:

· Verify that the Notification Flag column displays a “Y”,

· Navigate to the Failure To Provide display and call the QSE with a Failure MW,

IF:

· The QSE states they cannot replace the service within two hours;
THEN:

· Notify the Shift Supervisor and determine if a SASM should be opened.

IF:

· It is determined that a SASM should be opened;
THEN:
· Proceed to the SASM>Running a SASM for Failure To Provide Desktop Guide Resource Desk Section 2.8.2.

	Infeasible

A/S

Capacity
from 

RUC
	REVIEW REFERENCE DISPLAY:

Market Participation>Physical Market>SASM Market>AS Infeasibility

Market Participation>Physical Market>SASM Market> AS Replacement
Check after each HRUC has been published or when RUC operator has notified you of a RUC commitment.

NOTE: The infeasible hour indicates the shortage based on the system situation when HRUC runs.  Therefore, it may be necessary to review at least 3 hours prior to infeasible hour to notify QSE.

IF:

· The Infeasible MW column is displaying MW values;
THEN:

· Assess the infeasible MW and hour based on the SASM timeline

· Change the Notification Flag to “Y” and commit to database,

· Press the “Send Notification”,

· Navigate to the AS Replacement display and call the QSE with the Infeasible MW.

IF:

· The QSE states they cannot replace the service within two hours;
THEN:

· Notify the Shift Supervisor and determine if a SASM should be opened;
IF:

· It is determined that a SASM should be opened;
THEN:
· Proceed to the SASM>Running a SASM for Undeliverable Desktop Guide Resource Guide Section 2.8.1.

	NOTE
	A QSE that has one or more of its Resources RUC-committed to provide Ancillary Services must increase its Ancillary Service Supply Responsibility by the total amount of RUC-committed Ancillary Service quantities.  The QSE may only use a RUC-committed Resource to meet its Ancillary Service Supply Responsibility during that Resource’s RUC-Committed Interval if the Resource has been committed by the RUC process to provide Ancillary Service.  The QSE shall indicate the exact amount and type of Ancillary Service for which it was committed as the Resource’s Ancillary Service Resource Responsibility and Ancillary Services Schedule for the RUC-Committed Intervals for both telemetry and COP information provided to ERCOT.  Upon deployment of the Ancillary Services, the QSE shall adjust its Ancillary Services Schedule to reflect the amounts requested in the deployment.


7.2
Implement EEA Levels

Procedure Purpose:  To provide for maximum possible continuity of service while maintaining the integrity of the ERCOT system to reduce the chance of cascading outages.

	Protocol Reference

	6.5.7.6.2.2
	6.5.9.1(3)
	6.5.9.4
	6.5.9.4.1

	
	6.5.9.4.2
	
	
	

	Guide Reference

	4.5.3
	4.5.3.1
	4.5.3.2
	4.5.3.3

	
	4.5.3.4
	
	
	

	NERC Standard
	COM-002-2
R2
	EOP-001-0
R3.1, R3.3, R5
	EOP-002-2.1
R1, R2, R4, R6.1, R6.2, R6.4, R6.6,  
	IRO-005-2
R1.5
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	Step
	Action

	NOTE
	· IF frequency falls below 59.8 Hz, ERCOT CAN immediately implement EEA 3.

· IF frequency falls below 59.5 Hz, ERCOT SHALL immediately implement EEA 3.

	NOTE
	· Public media appeals may be enacted prior to EEA. When a media appeal for voluntary energy conservation is enacted QSEs should be notified via Hotline call (Real-time Operator has the responsibility).

· Confidentiality requirements regarding transmission operations and system capacity information will be lifted, as needed to restore reliability.
· QSEs need to contact the Texas Commission on Environmental Quality (TCEQ) for enforcement discretion on air permitting requirements after ERCOT has made contact with TCEQ.

	Implement EEA Level 1

	1


	IF:

· PRC < 2300 MW; 

THEN:

· Deploy all available Non-Spin (if not previously deployed) (see Desktop Guide Resource Desk Section 2.2). 
· Determine whether system conditions require the deployment of the 30 MIN ERS (see Desktop Guide Resource Desk Section 2.9).
· Make EEA 1 posting to MIS Public using Notice Builder.
· Use preformatted notice “EEA Level 1”  

	2
	IF:
· Generation Resource (that are not bid in for Non-Spin) have a unit status of OFF and can be brought On-line within the timeframe of the emergency;

THEN:

· Issue a VDI to commit the Resource (see Desktop Guide Common to Multiple Desks Section 2.3)
· Choose “Commit” as the Instruction Type from Resource level

· VDIs need a start/stop time (issue one hour at a time)

	3
	IF:
· A Generation Resource was scheduled to come Off-line before the start of the emergency and requests to come Off-line;

THEN:

· Issue a VDI to commit the Resource (see Desktop Guide Common to Multiple Desks Section 2.3)
· Choose “Commit” as the Instruction Type from Resource level

VDIs need a start/stop time (issue one hour at a time) 

	4
	Verify and log that all measures have been implemented.   

	Implement EEA Level 2

	1

	IF:

· PRC <  1750 MW or unable to maintain system frequency at 60.00Hz;
THEN:

· Determine whether system conditions require the deployment of Load Resources and/or ERS Resources by considering the following:

· If at peak hour, will the 10 MIN ERS be sufficient and have they already been deployed in the current contract period
· If not at peak hour, will half of Load Resources be sufficient, or the 30 MIN ERS
· Deploy Load Resources and/or ERS; notify the Real-Time Operator when XML message has been completed.  Load Resources/ERS must be deployed first before hotline call is made,
· Desktop Guide Resource Desk (Section 2.1 for Load Resources; Section 2.9 for ERS).
· Make EEA 2 posting to MIS Public using Notice Builder.
· Use preformatted notice “EEA Level 2”

IF:

· Extending Current Deployments of Load Resources;

THEN:

· Deploy either “Group 1” or “BOTH” Load Resources (see Desktop Guide Resource Desk Section 2.1). 

	ERS

Business

Hour

Changes
	IF:

· ERS Resources are deployed, and additional ERS Resources are needed and available due to business hour changes; 

THEN:

· Deploy next business hour

· Take into consideration the time requirement for the 10 MIN and 30 MIN ERS

	2
	IF:
Went straight to EEA Level 2;

THEN:

· Ensure tasks in EEA Level 1 are complete.

	3
	Verify and log that all measures have been implemented.

	Implement EEA Level 3

	1

	IF:

· Unable to maintain system frequency at 59.80 Hz;
THEN:

· Make EEA 3 posting to MIS Public using Notice Builder.
· Use preformatted notice “EEA Level 3”

	2
	Verify and log that all measures have been implemented.
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