Power Operations Bulletin # 601
ERCOT has posted/revised the Real Time Manual.

The Various Changes are shown below. 

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
1.3
Roles/Responsibilities



ERCOT System Operator, Real-Time Desk

The ERCOT System Operator – Real-Time Desk position represents the following NERC functional entities collectively for the ERCOT ISO at any time:

· Reliability Coordinator
· Balancing Authority

· Transmission Operator

· Interchange Coordinator
This representation includes the responsibility and clear decision making authority during normal and emergency conditions to direct and implement real-time actions to ensure the stable and reliable operation of the ERCOT Electric Grid.  These actions shall include shedding of firm load without obtaining approval from higher-level personnel.
2.6
Site Failovers and Database Loads

Procedure Purpose: To provide notice to the Market Participants when ERCOT performs site failovers and database loads.
	Protocol Reference 
	
	
	
	

	
	
	
	
	

	Guide Reference 
	
	
	
	

	
	
	
	
	

	NERC Standard
	
	
	
	

	
	
	
	
	


	Version: 1 
	Revision:6 
	Effective Date:  July 16, 2012


	Step
	Action

	Database

Load
	Approximately 5 - 30 minutes before database load, make the following Hotline call to QSEs:

Typical Script:
This is ERCOT operator [first and last name], at [xx:xx], ERCOT will perform a database load on its Energy & Market Management Systems.  During this time, SCED Base Points will reflect accurate dispatch instructions.  In the event ICCP is temporarily suspended, all systems should re-establish automatically within a few minutes.

	Site Failover

Posting
	The site failover message is already built in Notice Builder under “EMS Site Failover”.

	Site

Failover
	Approximately 5 - 30 minutes before site failover, make the following Hotline call to QSEs:

Typical Script:
This is ERCOT operator [first and last name], at [xx:xx], ERCOT will perform a site failover of its Energy & Market Management Systems.  During this time, market communications will be unavailable for about 30 minutes, and real-time communications will be unavailable for about 5 minutes.  All systems should re-establish communications automatically.

	Site

Failover

with 

W-N

Active
	IF:

· The West – North is active;
THEN:

· MP’s base points should remain the same during the failover, however to ensure the management of WGR’s is sustained, use the following script:
Approximately 5 minutes before the site failover, make the following Hotline call to QSEs:

Typical Script:
At [xx:xx], ERCOT will perform a site failover of its Energy & Market Management Systems.  During this time, market communications will be unavailable for about 30 minutes, and real-time communications will be unavailable for about 5 minutes.  All systems should re-establish communications automatically.  The West to North constraint is active; WGRs which are currently being curtailed and required to follow their Base Points are required to stay at their current output during this failover.  A call will be made when we have completed the site failover.

	Site

Failover

Complete
	Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [XX:XX], the site failover is complete.  All QSEs should continue normal operations.  [QSE] please repeat this back to me.  That is correct, thank you.”

	

	

	If EBPs are needed
	IF:

· Site Failover is taking longer than expected or
· SCED is not solving with a valid solution and EBPs are needed;
THEN:

· Enter the EBP increment/decrement as needed to control frequency,
· Notify Resource Operator to post a message on MIS Public utilizing Notice Builder,

· Notify Transmission Operator to make Hotline call to TOs, 

· Make the following hotline call to QSEs:

Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is issuing an Emergency Notice and Emergency Base Points will be issued.  ERCOT will make another hotline call when the site failover is complete.  [QSE] please repeat this back to me.  That is correct, thank you.”

	If EBPs
are needed and W-N was Active before Site Failover started
	IF:

· Site Failover is taking longer than expected or
· SCED is not solving with a valid solution and EBPs are needed, AND

· The West – North was active before the start of the Site Failover;
THEN:

· Enter the EBP increment/decrement as needed to control frequency,
· Notify Resource Operator to post a message on MIS Public utilizing Notice Builder,

· Notify Transmission Operator to make Hotline call to TOs,
· Make the following hotline call to QSEs:
Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is issuing an Emergency Notice and Emergency Base Points will be issued.  WGRs which were required to follow their Base Point instruction before the site failover are required to continue to stay at their current output.  ERCOT will make another hotline call when the site failover is complete.  [QSE] please repeat this back to me.  That is correct, thank you.”

	Site

Failover

Complete If EBPs were needed
	WHEN:

· SCED is solving with a valid solution;
THEN:
· Remove the Emergency Base Point flag, 

· Initiate Hotline call to cancel the Emergency Notice,

· Notify Resource Operator to cancel MIS posting,

· Notify Transmission Operator to cancel the Emergency Notice with TOs.

Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [XX:XX], the site failover is complete, SCED basepoints are now valid and ERCOT is canceling the Emergency Notice.  All QSEs should continue normal operations.  [QSE] please repeat this back to me.  That is correct, thank you.”


5.1
Market Notices

Procedure Purpose: Guidelines for issuing Emergency Conditions and the four possible levels: Operating Condition Notices (OCN), Advisories, Watches, and Emergency Notices.
	Protocol Reference

	6.3.2(3)(a)(i)(ii)
	6.5.7.1.10(3)(c)
	6.5.9.2(1)
	6.5.9.3

	
	6.5.9.3.1
	6.5.9.3.2
	6.5.9.3.3
	6.5.9.3.4

	
	3.1.4.6(2)
	6.3.3
	3.1.4.7(1)
	

	Guide Reference

	4.2.1
	4.2.2
	4.2.3
	4.2.4

	
	
	
	
	

	NERC Standard
	COM-002

R2
	EOP-001

R4.1, R5
	IRO-005-2
R1.10
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	Step
	Action

	OCN

	1
	As directed by the Shift Supervisor or when appropriate, issue an Operating Condition Notice (OCN).  The OCN can be issued for any of the following reasons or to obtain additional information from Market Participants.
· There is a projected reserve capacity shortage that could affect reliability and may require more Resources
· When extreme cold weather is forecasted approximately 5 days away
· When extreme hot weather is forecasted approximately 5 days away
· When an approaching Hurricane / Tropical Storm is approximately 5 days away
· Unplanned transmission Outages that may impact reliability
· When adverse weather conditions are expected, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness

	Advisory

	1
	As directed by the Shift Supervisor or when appropriate, issue an Advisory.  The Advisory can be issued for any of the following reasons or to obtain additional information from Market Participants.
· When an approaching Hurricane / Tropical Storm is approximately 3 days away 
· When extreme cold weather is forecasted approximately 3 days away
· When extreme hot weather is forecasted approximately 1 to 3 days away
· When conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term reliability
· ERCOT may exercise its authority to increase Ancillary Service requirements above the quantities originally specified in the Day-Ahead Market in accordance with ERCOT Procedures
· When extreme weather or conditions require more lead-time than the normal Day-Ahead Market allows
· Transmission system conditions are such that operations within first contingency criteria are not likely or possible due to Forced Outages or other conditions
· Loss of communications or a control condition is anticipated or significantly limited
· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request

	Watch

	1
	As directed by the Shift Supervisor or when appropriate, issue a Watch.  The Watch can be issued for any of the following reasons or to obtain additional information from the Market Participants.
· A projected reserve capacity shortage is projected with no market solution available that could affect reliability
· When an approaching Hurricane / Tropical Storm is approximately 1 day away
· When extreme cold weather is projected for next day or current day
· When extreme hot weather is projected for next day or current day
· A transmission condition has been identified that requires Emergency Energy from any of the CFE DC-Ties
· Conditions have developed that require additional Ancillary Services in the Operating Period
· Insufficient Ancillary Services or Energy Offers in the DAM or in SASM
· Market-based congestion management techniques embedded in SCED will not be adequate to resolve transmission violations
· Forced Outages or other abnormal operating conditions have occurred, or may occur that would require operations with active transmission violations
· The need to immediately procure Ancillary Services from existing offers
· ERCOT may instruct TOs to reconfigure transmission elements as necessary to improve the reliability of the system
· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request
· ERCOT varies from time-line for DAM/DRUC

	Emergency Notice

	1
	As directed by the Shift Supervisor or when appropriate, issue an Emergency Notice.  The Emergency Notice can be issued for any of the following reasons or to obtain additional information from Market Participants.
· SCED fails to reach a solution and/or Emergency Base Points are issued
· Loss of Primary Control Center functionality
· Load Resource deployment for North-Houston voltage stability 
· ERCOT cannot maintain minimum Reliability Standards during the Operating Period utilizing every Resource practically obtainable from the Market
· ERCOT forecasts an inability to meet applicable Reliability Standards and has exercised all other reasonable options
· A transmission condition has been identified causing unreliable operation or overloaded elements
· A Single Severe Contingency event presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to load, and/or overload of critical transmission elements for which no practicable Resource solution exists
· ERCOT has determined a fuel shortage exists that would affect Reliability
· ERCOT varies from timing requirements or omits Day-Ahead or Adjustment Period and Real-Time procedures (HRUC/SCED)
· When extreme cold weather is beginning to have an adverse impact on the System
· When extreme hot weather is beginning to have an adverse impact on the System
· When Hurricane / Tropical Storm is in the ERCOT Region and is beginning to have an adverse impact on the System

	Scripts

	Hotline
	Communications must specify the severity of the situation, the area affected, the areas potentially affected, and the anticipated duration of the Emergency Condition.

Notify QSEs:
Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing a [state Notice type] for [state reason].  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Post
	· All notices must be posted on MIS Public utilizing Notice Builder.
· For “free form” messages, the “Notice Priority” will be specified as follows:
· Operational Information/OCN type messages – low priority
· Advisory/Watch type messages – medium priority
· Emergency type messages – high priority

	Log
	Log all actions taken.


5.3
Implement EEA Levels
Procedure Purpose:  To provide for maximum possible continuity of service while maintaining the integrity of the ERCOT System to reduce the chance of Cascading Outages.

	Protocol Reference

	6.5.7.6.2.2
	6.5.9.1(3)
	6.5.9.4
	6.5.9.4.1

	
	6.5.9.4.2
	
	
	

	Guide Reference

	4.5.3
	4.5.3.1
	4.5.3.2
	4.5.3.3

	
	4.5.3.4
	
	
	

	NERC Standard
	COM-002-2
R2
	EOP-001-0
R3.1, R3.3, R5
	EOP-002-2.1
R1, R2, R4, R6.1, R6.2, R6.4, R6.6,  
	IRO-005-2
R1.5
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	Step
	Action

	NOTE
	· IF frequency falls < 59.8 Hz, ERCOT CAN immediately implement EEA 3.
· IF frequency falls < 59.5 Hz, ERCOT SHALL immediately implement EEA 3.

	NOTE
	
Confidentiality requirements regarding Transmission Operations and System Capacity information will be lifted, as needed to restore reliability.


	Media

Appeal
	Public media appeals may be enacted prior to EEA. When a media appeal for voluntary energy conservation is enacted, QSEs should be notified via Hotline call (see EEA 2 for typical script).

	TCEQ
	It is ERCOTs responsibility to contact the Texas Commission on Environmental Quality (TCEQ) to notify them that ERCOT is in an emergency.  This will be dependent on the situation and communications from QSEs regarding any emissions limitations they have in responding to our dispatch instructions.  ERCOT will then communicate TCEQ’s response to our generic request to consider enforcement discretion to the QSEs.  The QSEs will still have to contact TCEQ themselves to get the discretion for their particular unit(s).

	Implement EEA Level 1

	1


	IF:

· PRC < 2300 MW;
THEN:

· Select the activate EEA flag in EMS, 
· Using the Hotline, notify all QSEs to implement EEA 1. 
Typical Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is declaring EEA 1, QSEs are to perform their necessary steps for EEA 1.  Report to ERCOT any loss of generation or issues, and ERCOT is reminding you that you can schedule available interchange into ERCOT across the DC-Ties. [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	IF:
· Generation Resource (that are not bid in for Non-Spin) have a unit status of OFF and can be brought On-line within the timeframe of the emergency;

THEN:

· Issue a VDI to commit the Resource
· Choose “Commit” as the Instruction Type from Resource level

· VDIs need a start/stop time (issue one hour at a time)

	3
	IF:
· A Generation Resource was scheduled to come Off-line before the start of the emergency and requests to come Off-line;

THEN:

· Issue a VDI to commit the Resource
· Choose “Commit” as the Instruction Type from Resource level

· VDIs need a start/stop time (issue one hour at a time) 

	TCEQ
	IF:
· ERCOT has contacted TCEQ to make them aware of the emergency and determine if they would consider enforcement discretion requests;

THEN:

· Make Hotline call to QSEs with this information.

Typical Script if TCEQ is accepting enforcement discretion requests: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], ERCOT had contacted the TCEQ to make them aware of the emergency.  TCEQ is accepting enforcement discretion requests.  You will need to contact them to receive discretion for your particular units. [QSE] please repeat this back to me.  That is correct, thank you”.
Typical Script if TCEQ is NOT accepting enforcement discretion requests: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], ERCOT had contacted the TCEQ to make them aware of the emergency.  TCEQ is not accepting enforcement discretion requests at this time. [QSE] please repeat this back to me.  That is correct, thank you”.

	4
	Verify and log that all measures have been implemented.   

	Implement EEA Level 2

	1

	IF:

· PRC < 1750 MW or unable to maintain system frequency at 60.00Hz;
THEN:

· Determine whether system conditions require the deployment of Load Resources and/or ERS Resources by considering the following:
· If at peak hour, will the 10 MIN ERS be sufficient and have they already been deployed in the current contract period.
· If not at peak hour, will half of Load Resources be sufficient, or the 30 MIN ERS
· 
· 
· Using the Hotline, notify all QSEs to implement EEA 2 and any measures associated with EEA 1, if not already implemented. 


	Load

Resources
	IF:

· Deploying Load Resources, the Resource Operator must complete the XML deployment of the Load Resources before the Hotline call is made.

· PRC < 1750 MW, deploy Group 1
· PRC < 1375 MW, deploy both Groups 1 and 2 simultaneously
Typical Script for one Group: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 2 and has deployed Group 1 Load Resources.  Implement all measures associated with EEA 1, if not already implemented. [QSE] please repeat this back to me.  That is correct, thank you”
Typical Script for both Groups: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 2 and has deployed all Load Resources.  Implement all measures associated with EEA 1, if not already implemented. [QSE] please repeat this back to me.  That is correct, thank you”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	ERS
Resources
	IF:
· Deploying ERS, the Resource Operator must complete the XML deployment of the ERS before the Hotline call is made.

· Deploy all ERS Resources as a single block.

Typical Script for 10 MIN ERS: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 2.  ERCOT is directing QSEs to deploy all contracted 10 MIN ERS Resources in the current time period until further notice.  Implement all measures associated with EEA 1 if not already implemented.  [QSE] please repeat this back to me.  That is correct, thank you”.
Typical Script for 30 MIN ERS: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 2.  ERCOT is directing QSEs to deploy all contracted 30 MIN ERS Resources in the current time period until further notice.  Implement all measures associated with EEA 1 if not already implemented.  [QSE] please repeat this back to me.  That is correct, thank you”.
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	When

ERS
Business Hours

Change
	IF:

· ERS Resources are deployed, and additional ERS Resources are needed and available due to business hour changes; the Resource Operator must complete the XML deployment of the ERS before the Hotline call is made.
THEN:

· Deploy the next business hour
Typical Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is in EEA 2.  ERCOT is directing QSEs to deploy all contracted [10 MIN or 30 MIN] ERS Resources in the current time period until further notice.  All previously deployed ERS Resources are to remain deployed consistent with their obligation until recalled.  [QSE] please repeat this back to me.  That is correct, thank you”.

	NOTE
	· ERS can only be deployed  a maximum of 8 hours per contract period unless renewed (only 10 MIN ERS can be renewed).

· Contract Periods:

· February - May

· June – September

· October – January 

For current deployment data, refer to the Real Time Values Spreadsheet “ERS Tab”

	NOTE
	All Load Resources, 10 MIN ERS, and 30 MIN ERS must be deployed before firm load.

	Media Appeal
	· Unless already in effect, verify with the Shift Supervisor that the communications group has issued an appeal through the public news media for voluntary energy conservation,  
· Notify QSEs, via Hotline, that a media appeal for conservation is in effect.
Typical Script: 
“This is ERCOT Operator [first and last name]; ERCOT has issued an appeal through the public news media for voluntary energy conservation.  Any questions?  Thank you”.

	2
	Verify and log that all measures have been implemented.

	Implement EEA Level 3

	1

	IF:

· Unable to maintain system frequency at 59.80 Hz;
THEN:

· Using the Hotline, notify all QSEs to implement EEA 3 and any measures associated with EEA 1 and 2, if not already implemented.
Typical Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 3, [MW Amount] of firm load is being shed.  Implement all measures associated with EEA 1 and 2, if not already implemented. 

[QSE] please repeat this back to me.  That is correct, thank you”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	Verify and log that all measures have been implemented.


5.4
Restore EEA Levels

Procedure Purpose:  To restore the ERCOT grid to normal state as system conditions warrant while recovering from an EEA event.

	Protocol Reference

	6.5.9.4.3
	
	
	

	
	
	
	
	

	Guide Reference

	4.5.3.3(8)
	
	
	

	
	
	
	
	

	NERC Standard
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	Step
	Action

	Restore Firm Load

	RESERVES
	If 1375 MW of PRC is not restored within 75 minutes, reduce MW loading on Resource(s) to bring reserves up, if available.

	1
	IF:

· Sufficient Regulation Service exists to control to 60 Hz, AND
· PRC ≥ 1375 MW;
THEN:

· Using the Hotline, notify all QSEs of firm load restoration.
Typical Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is restoring firm load. 

[QSE] please repeat this back to me.  “That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Move From EEA Level 3 to EEA Level 2

	1
	IF:

· Sufficient Regulation Service exists to control to 60 Hz, AND
· PRC is ≥ 1750 MW, AND
· All firm load has been instructed to be restored;
THEN:

· Using the Hotline, notify all QSEs of the reduction from EEA 3 to EEA 2
· Coordinate with the Resource Desk and recall Load Resources
·  
Typical script for Load Resource recall: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is moving from EEA 3 to EEA 2.  QSEs are to recall all Load Resources at this time.  [QSE] please repeat this back to me.  “That is correct, thank you.”


All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	Verify and log that all measures have been implemented.

	NOTE
	Once Load Resources are recalled, they have 3 hours to return to service.

	
	

	Move From EEA Level 2 to EEA Level 1

	1
	IF:

· The system can maintain PRC ≥ 2300 MW, AND
· All Load Resources have been instructed to be restored;
THEN:

· Using the Hotline, notify all QSEs of the reduction from EEA 2 to EEA 1
· Coordinate with the Resource Desk and recall ERS Resources.


Typical script for ERS recall: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is moving from EEA 2 to EEA 1.  QSE’s are to recall all ERS Resources at this time. [QSE] please repeat this back to me.  That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	NOTE
	Once ERS Resources are recalled, they have 10 hours to return to service.

	Move From EEA Level 1 to EEA 0

	1
	IF:

· The system can maintain PRC ≥ 2300 MW, AND
· All uncommitted units secured in EEA 1 can be released, AND
· Emergency energy from the DC Ties is no longer needed; 
THEN:

· Uncheck the EEA flag in EMS and make inactive,  
· Using the hotline, notify all QSEs of the termination of EEA.
Typical script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is terminating EEA 1.  A Watch still remains in effect.  [QSE] please repeat this back to me.  That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Cancel Watch

	1
	WHEN:

· PRC is ≥ 3000 MW, AND
· Non-Spin has been recalled;
THEN:

· Cancel Watch
Typical script:
“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is canceling the Watch for Physical Responsive Capability.   At this time, Resource testing may resume.  [QSE] please repeat this back to me.  That is correct, thank you.”


6.2
Extreme Cold Weather
Procedure Purpose: To ensure ERCOT and Market Participants are prepared for extreme cold weather operations.
	Protocol Reference
	6.5.9.3
	6.5.9.3.1
	6.5.9.3.2
	6.5.9.3.3

	
	6.5.9.3.4
	
	
	

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	
	
	
	
	

	NERC Standard
	COM-002-2

R2
	EOP-001-0

R4.1, R5
	IRO-005-2

R1.10
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	Step
	Action

	NOTE


	Extreme cold weather notifications are called when the daily temperatures are forecasted to remain 32°F or below in the following  weather zones:

·  North Central (NORTH_C)

· South Central (SOUTH_C)

· Coast (COAST)

	OCN
	When approaching extreme cold weather is up to 5 days away,  using the Hotline issue an OCN to all QSEs:
Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name]. At [xx:xx], ERCOT is issuing an OCN for an extreme cold weather system approaching in the next 5 days with temperatures anticipated to remain 32°F or below in the three largest weather zones.  QSEs are instructed to:
· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,
· Review Planned Resource outages and consider delaying maintenance or returning from outage early,
· Review and implement weatherization and emergency operating procedures, including winterization procedures.  Notify ERCOT of any changes or conditions that could affect system reliability. 
ERCOT will continue to monitor the extreme cold weather system. [QSE] please repeat this back to me.  That is correct, thank you.”

	Advisory
	When approaching extreme cold weather is 3 days away, using the Hotline issue an Advisory to all QSEs:
Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing an Advisory for the extreme cold weather system approaching in the next 3 days with temperatures anticipated to remain 32°F or below in the three largest weather zones.  QSEs are instructed to:
· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,
· Review Planned Resource outages and consider delaying maintenance or returning from outage early,
· Review and implement weatherization and emergency operating procedures, including winterization procedures.  Notify ERCOT of any changes or conditions that could affect system reliability.
ERCOT will continue to monitor the extreme cold weather system. [QSE] please repeat this back to me.  That is correct, thank you.”

	Watch
	When approaching extreme cold weather is 1 day away, using the Hotline issue a Watch to all QSEs:
Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing a Watch for the extreme cold weather system approaching tomorrow. Temperatures are expected to remain 32°F or below in the three largest weather zones.  QSEs are instructed to :
· Make available, any Resources that can be returned to service and keep COPs and HSLs updated,  
· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,
· Prepare for higher than usual loads and the possible need for additional Ancillary Services,
· Review and implement weatherization and emergency operating procedures, including winterization procedures.  Notify ERCOT of any changes or conditions that could affect System Reliability.
ERCOT will continue to monitor the extreme cold weather system. [QSE] please repeat this back to me.  That is correct, thank you.”

	Emergency

Notice
	When extreme cold weather has arrived and is beginning to have an adverse impact on the ERCOT System, using the Hotline issue an Emergency Notice to all QSEs:
Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name]. At [xx:xx], ERCOT is issuing an Emergency Notice, the extreme cold weather system is beginning to have an adverse impact on the ERCOT System such as [state what the adverse impacts are].  QSEs are instructed to:

· Make Resources available that can be returned to service and keep COPs and HSLs updated,
· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,
· Notify ERCOT of any changes or conditions that could affect System Reliability.
ERCOT will continue to monitor the extreme cold weather system. [QSE] please repeat this back to me.  That is correct, thank you.”

	Post
	Coordinate with the Transmission & Security Operator for the posting of the notices on  MIS Public using Notice Builder.

	Cancel

Posting
	Coordinate with the Transmission & Security Operator for the cancelation of the postings on MIS Public.

	Log
	Log all information in the Operator logs and notify the Shift Supervisor of any issues.


6.3
Extreme Hot Weather
Procedure Purpose: To ensure ERCOT and Market Participants are prepared for Extreme Hot weather operations.
	Protocol Reference
	6.3.2(3)(a)(i)
	6.5.7.1.10(3)(c)
	6.5.9.2(1)
	6.5.9.3

	
	6.5.9.3.1
	6.5.9.3.2
	6.5.9.3.3
	6.5.9.3.4

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	
	
	
	
	

	NERC Standard
	COM-002

R2
	EOP-001-0

R4.1, R5
	IRO-005-2

R1.10
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	Step
	Action

	NOTE
	Extreme Hot weather notifications are issued when:

Temperatures are forecasted to be 103°F or above in the North Central and South Central weather zones. 

– OR – 

Temperatures are forecasted to be 94°F or above in the North Central and South Central weather zones during the following months (October – May). 

	OCN
	When extreme hot weather is forecasted approximately 5 days away.  using the Hotline issue an OCN to all QSEs:
Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing an OCN for the extreme hot weather with forecasted temperatures to be above [103°F or 94°F] in the North Central and South Central weather zones.   QSEs are instructed to:

· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,

· Review Planned Resource outages and consider delaying maintenance,

· Review and implement weatherization and emergency operating procedures and notify ERCOT of any changes or conditions that could affect System Reliability.
ERCOT will continue to monitor the weather system. [QSE] please repeat this back to me.  That is correct, thank you.”

	Advisory
	When extreme hot weather is forecasted approximately 1 to 3 days away, using the Hotline issue an Advisory to all QSEs:
Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing an Advisory for the extreme hot weather with forecasted temperatures to be above [103°F or 94°F] in the North Central and South Central weather zones.   QSEs are instructed to:

· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,

· Review Planned Resource outages and consider delaying maintenance,

· Review and implement weatherization and emergency operating procedures and notify ERCOT of any changes or conditions that could affect System Reliability.
ERCOT will continue to monitor the weather system. [QSE] please repeat this back to me.  That is correct, thank you.”

	Watch
	When extreme hot weather is projected for next day or current day and ERCOT has reliability concerns, using the Hotline issue a Watch to all QSEs: 

Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing a Watch for the extreme hot weather with forecasted temperatures to be above [103°F or 94°F] in the North Central and South Central weather zones [today or tomorrow].  ERCOT is expecting statewide power supplies to be very tight.  QSEs are instructed to:
· Make available any Resources that can be returned to service and keep COPs and HSLs updated,

· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,
· Review and implement weatherization and emergency operating procedures and notify ERCOT of any changes or conditions that could affect System Reliability.
ERCOT will continue to monitor the weather and will convey information and directives as conditions warrant. [QSE] please repeat this back to me.  That is correct, thank you.”

	Emergency

Notice
	When extreme hot weather has arrived and is beginning to have an adverse impact on the ERCOT System, using the Hotline issue an Emergency Notice to all QSEs:
Typical Script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing an Emergency Notice, the extreme hot weather system is beginning to have an adverse impact on the ERCOT System such as [state what the adverse impacts are].
· Make Resources available that are able to return to service and keep COPs and HSLs updated

· Prepare for higher than usual loads and the possibility of deploying Load Resources and/or ERS Resources.

ERCOT will continue to monitor the extreme hot weather system and will convey information and directives as conditions warrant. [QSE] please repeat this back to me.  That is correct, thank you.”

	Post
	Coordinate with the Transmission & Security Operator for the posting of the notices on MIS Public using Notice Builder.

	Cancel

Posting
	Coordinate with the Transmission & Security Operator for the cancelation of the postings on MIS Public.

	Log
	Log all information in the Operator logs and notify the Shift Supervisor of any issues.


7.1
Monthly Testing of Satellite Phones

Procedure Purpose:  To ensure ERCOT maintains communication capability via the Satellite Phone System.
	Protocol Reference
	
	
	
	

	
	
	
	
	

	Guide Reference 
	
	
	
	

	
	
	
	
	

	NERC Standard
	COM-001

R2
	EOP-005

R5
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	Step
	Action

	Primary Control Center

	NOTE
	When a participant dials into the conference bridge before the moderator dials in, they will hear music and be placed on hold.

	NOTE
	On the first weekend of each month, between the hours of 0000 Saturday and 0500 Monday, the Satellite Phone System Conference Bridge will be tested with the TOs.  As the Shift Supervisor makes the call to the individual TO, they will set a time that the ERCOT Operator will call the Satellite Phone System Conference Bridge and establish communication with the appropriate TO.

	NOTE
	Use the ERCOT Satellite Phone User Guide (See Desktop Guide Common to Multiple Desks Section 2.7) for a list of the TOs that will be contacted by the ERCOT Operator and instructions on how to place a Satellite Phone System Conference Bridge call.

	NOTE
	The numbers for the ERCOT Operator to call into the Conference Bridge are Desk specific.

Select:

SATELLITE directory or go to page 35 to view the programmed numbers on the Turret Phone for each Bridge:

· BLACKSTRT RUC – RUC Desk
· BLACKSTRT RES – Resource Desk
· BLACKSTRT REAL – Real-Time Desk
· BLACKSTRT TS#1 – Transmission Desk (Island Coordination)
· BLACKSTRT TS#2 – Transmission Desk 

	1
	IF:

· The pre-programmed number does not function correctly,
THEN:

· Refer to the ERCOT Satellite Phone User Guide (See Desktop Guide Common to Multiple Desks Section 2.7.2) for the appropriate conference number and continue with this procedure.

	2
	When prompted:

· Enter the Moderator Pass Code
· If necessary, allow five minutes for Participants to dial in
· As each Participant connects, record the following:
· Name of Participant
· Company Name
· Any problems identified with the connection process

	3
	IF:

· One or more of the QSEs fail to connect to the Bridge call,
THEN:

· Investigate the cause and log the following:
· Reason for inability to connect
· Actions taken by ERCOT
· Establish a time for a retest of the QSEs that were unable to connect in the initial test.

	4
	Inform the Shift Supervisor when test is complete indicating any issues identified.

	Log
	Log the results in the Operations Log.

	Alternate Control Center

	1
	When working out of the Alternate Control Center during the monthly scheduled dates:

· Test the Turret Satellite Phone on each desk. 

	2
	Inform the Shift Supervisor when testing has been completed and identify any issues encountered.

	Log
	Log the results in the Operations Log.


Document Control

Preparation

	Prepared by
	Role
	Date Completed

	Frosch, Hartmann, Stone, and Barcalow
	Prepares
	November 10 , 2010

	Frosch and Hartmann
	Procedure writers and editors
	November 29, 2010

	Frosch and Hartmann
	Procedure writers and editors
	December 13, 2010

	Frosch, Foster and Hartmann
	Procedure writers and editors
	January 3, 2011

	Frosch and Hartmann
	Procedure writers and editors
	January 26, 2011

	Frosch and Hartmann
	Procedure writers and editors
	March 23, 2011

	Frosch and Hartmann
	Procedure writers and editors
	April 20, 2011

	Frosch and Hartmann
	Procedure writers and editors
	June 6, 2011

	Frosch and Hartmann
	Procedure writers and editors
	July 18, 2011

	Frosch and Hartmann
	Procedure writers and editors
	August 1, 2011

	Frosch and Hartmann
	Procedure writers and editors
	August 30, 2011

	Frosch and Hartmann
	Procedure writers and editors
	September 28, 2011

	Frosch and Hartmann
	Procedure writers and editors
	October 28, 2011

	Frosch and Hartmann
	Procedure writers and editors
	December 13, 2011

	Frosch and Hartmann
	Procedure writers and editors
	January 16, 2012

	Frosch and Hartmann
	Procedure writers and editors
	February 27, 2012

	Frosch and Hartmann
	Procedure writers and editors
	April 25, 2012

	Frosch and Hartmann
	Procedure writers and editors
	May 10, 2012

	Frosch and Hartmann
	Procedure writers and editors
	May 30, 2012

	Barcalow, Frosch and Hartmann
	Procedure writers and editors
	July 10, 2012


Manual Change History
	Procedure
	Ver/Rev
	Reason for Issue
	Effective Date

	All Sections
	1.0 / 0
	New procedures for all sections for Nodal implementation
	November 28, 2010

	2.4

3.1

3.2

3.4

3.5

3.6

4.2

5.3
	1.0 / 1

1.0 / 1 

1.0 / 1
1.0 / 1

1.0 / 1

1.0 / 1

1.0 / 1

1.0 / 1
	Updated Categories and Priorities
Updated Response to High Frequency steps 15, 20 and 25 minutes and Response to Low Frequency step 15
Updated steps Failure Indication/Issues and QSE Capacity Issues

Updated steps AGC/RLC Issues, System Wide Capacity Issue and AGC/RLC Issues Resolved 
Updated step 1

Updated step Capacity Surplus

Updated step 2, 3, 4 and 5
Updated all steps of “Implement Level 2B” 
	December 1, 2010

	4.1

4.2

5.2


	1.0 / 1

1.0 / 2

1.0 / 1


	Updated step “MP unable to Override”

Updated step 1 & 2

Updated step 1 in sections WATCH and Advisory
	December 15, 2010

	3.1

3.2
3.3

3.4

4.1

5.1

5.4


	1.0 / 2

1.0 / 2

1.0 / 1

1.0 / 2

1.0 / 2

1.0 / 1

1.0 / 1

	Updated step “BAAL”

Updated step “AGC Issues Resolved”

Updated step “Hotline”

Updated step “Failure Indications, AGC/RLC Issues, System Wide Capacity Issue, AGC/RLC Issues Resolved”

Updated step 2 in “Workflow Controller Messages”, added new procedure “Exceeding West – North Stability Limit”, updated Note in “Generation Resource Shut-down/Start-up Process” 

Updated step 1 in “Watch” and step Hotline in “Scripts”
Updated step 1 in “Move from EEA level 3 to EEA lever 2B”
	January 5, 2011

	2.4

2.5
2.6
2.7

3.1

3.2

3.3

3.4

3.5

4.1

4.2

5.1

5.2

5.3

5.4
5.5

6.1

6.2

6.3
	1.0 / 0

1.0 / 2

1.0 / 0

1.0 / 0

1.0 / 3

1.0 / 3
1.0 / 2

1.0 / 2
1.0 / 1
1.0 / 3

1.0 / 3

1.0 / 2

1.0 / 2

1.0 / 2

1.0 / 2
1.0 / 1

1.0 / 1

1.0 / 1

1.0 / 1
	Added new procedure

Changed procedure number

Added new procedure
Added new procedure

Updated sections “Maintain System Frequency”, “Response to High Frequency”, “Response to Low Frequency” and “Actions when Frequency Telemetry in Incorrect.
Combined sections 3.3, 3.4 & 4.2 into 3.2

Changed 3.5 “Potential DCS Event” to 3.3 & updated whole procedure  

 Changed 3.6 “Monitor Capacity Reserves & Respond to Capacity Issues to 3.4
Changed 3.7 “Monitor and Control Time Error Correction to 3.5 & updated script
Deleted Exceeding West-North Stability Limit

Deleted Procedure
Updated script

Updated step 1 in “Advisory” and “Watch”

Updated all steps
Updated all steps

Updated all steps

Updated all steps

Updated all steps

Updated OCN
	January 31, 2011

	2.6

3.2

3.3

3.4

3.6

5.1
5.2
	1.0 / 1

1.0 / 4

1.0 / 3
1.0 / 3
1.0 / 0

1.0 / 3

1.0 / 3
	Updated step Site Failovers

Updated step 3 in SCED Failure, step 4 in RLC Failure, Note in LFC (AGC) Failure and step 2 in EMS (LFC and RLC/SCED Failure

Updated step 3

Updated step Capacity Shortage

Added new procedure

Updated Watch and Emergency Notice

All step 1’s
	March 25, 2011

	2.6

3.1

3.2
3.3

3.6
5.1
5.4

5.5
	1.0 / 2

1.0 / 4

1.0 / 5
1.0 / 4

1.0 / 1
1.0 / 4
1.0 / 3

1.0 / 2
	Added steps and updated whole procedure 

Added new step to Maintain System Frequency and updated Response to High Frequency & Response to Low Frequency
Updated steps 2, 3, 5 in SCED Failure; steps 2, 3, 4, 6 in RLC Failure; steps 1, 3 in LFC (AGC) Failure; steps 2, 5 in EMS (LFC and RLC/SCED) Failure
Updated NERC Recovery Criteria, step 1 & 4
Updated 1st script

Updated step 1 in Watch and Emergency Notice and step Post
Updated 1st and 2nd script in Restore Firm Load, Updated 1st in Move From EEA Level 3 to EEA Level 2B
Updated step 3
	April 22, 2011

	3.3

5.1

5.3
5.4

6.1

6.2

6.3

6.4
	1.0 / 5

1.0 / 5

1.0 / 3
1.0 / 4

1.0 / 2

1.0 / 0

1.0 / 2

1.0 / 2
	Updated step NERC Recovery Criteria

Updated all step 1’s

Updated step 1 in Implement EEA Level 1, step 1 in Implement EEA Level 2A, added note and updated step 2 in Implement EEA Level 2B, step 1 in Implement EEA Level 3
Updated all step 1’s

Updated all steps 
Added new procedure
Updated section number and all steps
Updated section number and all steps
	June 8, 2011

	2.6

3.1

5.1

5.2

5.3

5.4

8.1


	1.0 / 3

1.0 / 5

1.0 / 6

1.0 / 4
1.0 / 4

1.0 / 5

1.0 / 1


	Added step If EBPs are needed”, updated step IF EBPs are needed and W-N was Active before site failover started

Added step Hydro, updated step Frequency Deviations 

Updated step Watch

Updated all steps 

Updated 1st note, step 1 in EEA level 1 & 2A

Updated step 1 in Move for EEA level 1 to 0

Added Market Participant Backup Control Center Transfer procedure
	July 20, 2011

	3.1

3.2

3.4

4.1

6.4

6.5
	1.0 / 6

1.0 / 6

1.0 / 4

1.0 / 4

1.0 / 0

1.0 / 3
	Updated step Monitor, 15 minutes, 20 minutes and 25 minutes in Response to High Frequency 

Updated step 2 in LFC Failure, step 4 & 5in EMS Failure

Updated step Capacity Surplus

Updated step 2 in Workflow Controller Messages
Added new procedure “Extreme Hot Weather”

Changed section number
	August 3, 2011

	2.7
3.1

5.1

5.2

5.3

5.4

6.4

7.1
	1.0 / 1
1.0/ 7

1.0 / 7

1.0 / 5

1.0 / 5

1.0 / 6

1.0 / 1

1.0 / 1
	Updated step Hotline Call
Updated NERC Standard reference table

Added projected reserve capacity shortage and Extreme Hot Weather in Watch
Updated step 1 in Advisory & Watch

Updated 2nd Note, step 1 in Implement EEA 1, step Media Appeal & 1 in Implement EEA 2A, 1st Note & step 2 in Implement EEA 2B
Added Note to Move From EEA 3 to EEA 2B and Move From EEA 2A to EEA 1

Updated temperature from 102 to 103

Updated 4th note and step 1
	September 1, 2011

	3.2

5.3

5.4
	1.0 / 7

1.0 / 6

1.0 / 7
	Updated SCED Failure step 2 and 3, RLC Failure step 3 and LFC (AGC) Failure step 3

Combined EEA 2A & B per NPRR 379

Combined EEA 2 A & B per NPRR 379
	October 1, 2011

	3.2
	1.0 / 8
	Updated script for LFC and EMS Failure
	November 1, 2011

	2.4
2.6

4.1

5.1
6.3


	1.0 / 1

1.0 / 4

1.0 / 5
1.0 / 8

1.0 / 3


	Added step Review, Updated “Site Failover with W-N Active”

Added Note to Large Resource Trips or Runbacks

Updated Post in “Scripts”Updated “OCN” and “Advisory” 

All procedures in this manual have been reviewed.
	December 15, 2011

	1.2

3.1

4.1

8.1


	1.0 / 1

1.0 / 7

1.0 / 6
1.0 / 2


	Updated Scope

Updated Response to High Frequency & Response to Low Frequency
Updated Large Resource Trips or Runbacks, Quick Start Generation Resource
Updated Market Participant Backup Control Center Transfer 
	January 19, 2012

	2.1

3.1

5.1

5.3

7.1

8.1


	1.0 / 1

1.0 / 8

1.0 / 7

1.0 / 9

1.0 / 7

1.0 / 2

1.0 / 3


	Updated paragraph 4

Updated BAAL

Updated Desktop Guide reference & step QSE Override & QSE unable to Override
Updated step 1 in Watch

Updated Step 1 in Implement EEA Level 1
Updated Desktop Guide references

Changed title names, updated steps 1 & 3 & step Power System Stabilizers (PSS) & Automatic Voltage Regulators (AVR)
	March 1, 2012

	2.1

3.1

3.2

3.3

3.5

4.1

5.1

6.2

6.3
6.4

8.1


	1.0 / 2

1.0 / 9

1.0 / 9

1.0 / 6

1.0 / 2

1.0 / 8

1.0 / 10

1.0 / 4
1.0 / 2

1.0 / 4

1.0 / 4


	Changed TSO, DSP to TO

Changed Shift Engineer to Operations Support Engineer, removed Automatic SCED Runs & Hydro Generation in Fast Response Mode, updated Note, Monitor/Deploy, 15 minutes, 20 minutes in Response to Low Frequency 
Updated step 2, 4 & 5, added SCED Data Input Failure, updated RLC Failure, LFC Failure, & EMMS Failure sections

Updated Nerc Recovery Criteria step & step 3

Updated Requirements and Notes
Changed Shift Engineer to Operations Support Engineer, deleted Large Resource Trips or Runbacks section

Updated OCN, Advisory, Watch, Emergency Notice sections

Deleted Cold Weather, replaced with Extreme Cold Weather

Section changed to Extreme Hot Weather, added OCN and Emergency Notice steps

Section number changed

Changed Shift Engineer to Operations Support Engineer
	May 1, 2012

	3.1

3.4

5.2
	1.0 / 10

1.0 / 5

1.0 / 6
	Added back step Hydro Generation Operating in Synchronous Condenser Fast Response Mode

Updated to reflect changes in the TAC approved Non-Spin document

Updated to reflect changes in the TAC approved Non-Spin document
	May 14, 2012

	2.6

5.3

5.4

6.3
	1.0 / 5

1.0 / 8

1.0 / 8

1.0 / 3
	Updated Site Failover step

Updated EILS to ERS per NPRR 451

Updated EILS to ERS per NPRR 451

Updated EILS to ERS per NPRR 451
	June 1, 2012

	1.3

2.6
5.1
5.3
5.4
6.2
6.3
7.1
	1.0 / 1
1.0 / 6
1.0 / 11

1.0 / 9
1.0 / 9
1.0 / 5
1.0 / 4
1.0 / 3
	Removed ERCOT Shift Supervisor paragraph

Updated all steps
Updated all step 1’s
Udated 2nd note, added TCEQ, & XML for ERS
Clarified LR and ERS recalls
Updated script for Emergency Notice
Updated script for Emergency Notice
Updated 4th note
	July 16, 2012








29

