	



Power Operations Bulletin # 585
ERCOT has posted/revised the Shift Supervisor Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.1
System Operator Responsibility and Authority

Procedure Purpose: To ensure the System Operators know their roles, responsibility and authority.
	Protocol Reference
	6.5.1.1
	6.5.1.2(3)
	6.5.2
	

	
	
	
	
	

	Guide Reference


	4.5.2(1)
	
	
	

	
	
	
	
	

	NERC Standard
	EOP-002-2.1

R1
	EOP-001-0

R4.1
	IRO-001-1.1 R3
	PER-001-0

R1

	
	TOP-001-1

R1
	
	
	


	Version: 1 
	Revision: 1
	Effective Date:  March 1, 2012


English shall be used as the language for all communications between and among operating personnel responsible for the real-time generation control and operation of the interconnected Bulk Electric System.  

The System Operator (SO) shall, in accordance with NERC Reliability Standards, have clear decision-making authority to act and to direct actions to be taken by Transmission Operators, Balancing Authorities, Generator Operators, Transmission Service Providers, Load-Serving Entities, and Purchasing-Selling Entities within its Reliability Coordination Area to preserve the integrity and reliability of the Bulk Electric System during both normal and emergency conditions.  These actions shall be taken without delay, but not longer than 30 minutes which may include shedding of firm load without obtaining approval from higher-level personnel.  The ERCOT System Operator represents the following NERC functional entities collectively for the ERCOT ISO at any time:

· Reliability Coordinator
· Balancing Authority

· Transmission Operator

· Interchange Coordinator

The SO on duty is, in accordance with the ERCOT Protocols, Operating Guides, and NERC Reliability Standards, and acting as the Balancing Authority, Transmission Operator, Regional Reliability Coordinator, and Interchange Coordinator shall request and receive information required to continually monitor the operating conditions and request that individual Market Participants (MPs) make changes, which will assure security and reliability of the ERCOT system.

The SO issues Dispatch Instructions for the Real-Time operation of Transmission Facilities to a TO, and to a QSE for the Real-Time operation of a Resource. 

The SO shall, on an ERCOT-wide basis, coordinate the ERCOT System Restoration (Black Start) Plan.  The SO shall implement the Black Start Plan and shall direct the reconnection efforts of the islands, established by restoration activities.  The SO shall coordinate the mutual assistance activities of the ERCOT participants during system restoration activities.

The SO shall consider all equipment operating limits when issuing Dispatch Instructions except as stated in Protocol Section 6.5.9, Emergency Operations, if a Dispatch Instruction conflicts with a restriction that may be placed on equipment from time to time by a TSP, a DSP, or a Generation Resource’s QSE to protect the integrity of equipment, ERCOT shall honor the restriction.
The SO performs security analyses on a Day Ahead and real-time basis and ensures all Forced Outages are entered into the Outage Scheduler. The SO shall obtain or arrange to provide emergency energy over the DC Tie(s) on behalf of ERCOT.

The SO shall issue appropriate OCN’s, Advisories, Watches, and Emergency Notices, and coordinate the reduction or cancellation of clearances, re-dispatch of generation, and request, order, or take other action(s) that the SO determines is necessary to maintain safe and reliable operating conditions on the ERCOT system in accordance with ERCOT Protocols, Operating Guides, and NERC Reliability Standards.  The SO will implement and terminate ERCOT Time Corrections, and will determine the need for and implement the operation of a Qualified Scheduling Entity (QSE) on Constant Frequency Control for loss of ERCOT’s load frequency control system.

As the Reliability Coordinator, ERCOT ISO shall comply with its Regional Reliability Plan that has been approved by the NERC Operating Committee.

The SPP DC-Tie processes, procedures, or plans that support or affect SPP shall be reviewed at least once every 3 years and updated if needed.  These would include any DC-Tie procedures, inadvertent energy procedures, and emergency procedures.

3.3
Disseminating Information to System Security Response Group (SSRG)
Procedure Purpose: To communicate information concerning disturbances or unusual occurrences to appropriate parties in the Interconnection.
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	Step
	Action

	NOTE
	Threats can be viewed at the following links: 

http://www.esisac.com/SitePages/Home.aspx, OR

http://www.dhs.gov/files/programs/ntas.shtm
The definitions for the threat alert levels are listed in the Security Alert Plan.

	NOTE
	· The SSRG e-mail exploder list is used to disseminate information to the SSRG members of the ERCOT Region when an SSRG conference call is not necessary.  
· This information is intended for use within the industry and not for public release.  
· At the beginning of each e-mail state the follow “This information is intended for use within the industry and not for public release”
· At the bottom of each e-mail, be sure to include a Confidentiality Notice and your signature.
· The Reliability Coordinator Information System (RCIS) is used to disseminate information to other RCs in other Interconnections.
· Do not list the entity name on the SSRG e-mails or on the RCIS.

	NOTE
	Types of disturbances or unusual occurrences include but are not limited to the following:

· Copper thefts
· Substation break-in
· Vandalism
· Malicious mischief
· Suspicious photos
· Suspected Sabotage (cyber or physical)

	1
	IF:

·  Notified by a QSE or TO of a disturbance or unusual occurrence; 
THEN:
· Verify the following:

· Is the occurrence considered “theft of property”? (proceed to Step 2)
· Is the occurrence being investigated as a “suspected sabotage event” (proceed to Step 3).

	2
	IF:

· Theft of property can be reasonably determined and the incident is not related to a suspected sabotage event;
THEN:

· Verify that local Law Enforcement Agencies have been notified,  
· Send an e-mail to the ‘SSRG’ distribution list, stating in the e-mail that the event is currently not considered as an act of suspected sabotage. 

	3
	IF:

· The entity has determined the event to be a suspected sabotage event or if the entity is unable to make that determination without further investigation/information;
THEN:

· Verify that the FBI has been notified,  
· Send an e-mail to the ‘SSRG’ distribution list, stating in the e-mail that the event is considered an act of suspected sabotage OR further investigation/information is needed to determine if event is an act of suspected sabotage,
· Notify TOs and QSEs via Hotline with information you have,
· Post on the RCIS using “CIP Free Form” (see Desktop Guide Shift Supervisor Section 2.2),
· Coordinate with the Manager, System Operations or designee to determine if procedure 3.4 SSRG Conference Calls is necessary and for any NERC and DOE reporting requirements.
Typical Script:  “This is ERCOT operator [first and last name], at [xx:xx], ERCOT notified the System Security Response Group (SSRG) of a suspected sabotage event [give information]. Please notify your SSRG representative.” 


	4
	WHEN:

· Updates are received;

THEN:
· Send an updated e-mail to the ‘SSRG’ distribution list, 
· Update RCIS as needed

	Physical
	For suspected physical sabotage at the ERCOT facilities, refer to ERCOT Guideline GL7.8.1 located under the “Sabotage Event Recognition” tab in each procedure manual.  RCIS and SSRG postings will also be required.

	Cyber
	When notified by Cyber Security of a reportable event at ERCOT, collect the information to post under “CIP Free Form” on the RCIS.  


3.4
SSRG Conference Calls
Procedure Purpose: To communicate information concerning disturbances or unusual occurrences to appropriate parties in the ERCOT Region by making a SSRG conference call.
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	Step
	Action

	NOTE
	ERCOT will initiate a conference call with QSEs and TOs using the ERCOT conference bridge:

· The Manager, System Operations, or designee, will provide an SSRG conference call number, and the associated date and time of the call, to the Shift Supervisor,
· Notifying all QSEs and TOs via a hotline call and instructing them to notify their SSRG designee of the scheduled SSRG conference call 
· Send e-mail to the “1 SSRG (System Security Response Group)” distribution list, providing them the information needed to participate.

	Threat & Emergency Classifications
	Threats and emergencies can be classified as, but are not limited to, the following four SSRG event-types:

1.   Internal to ERCOT ISO: 

Physical Security: 


Verifiable attacks or sabotage, or threats of attacks or sabotage that 
could jeopardize the operation of physical equipment within the 
electrical boundaries of the ERCOT grid that have a direct effect on the 
reliability of the ERCOT grid.  This could be, but is not limited to, 
generation equipment, transmission equipment, and communication 
equipment.


b. Cyber Security:


Verifiable loss of control of the ERCOT EMS or MMS that is 
identified by EMMS Production Support as an actual or probable act of 
sabotage or the loss of control by any of the market participants EMS 
Systems that is reported to ERCOT as an act of sabotage.
2.   External to ERCOT ISO:

      a. Physical Security:
Verifiable attacks or sabotage, or threats of attacks or sabotage that          could jeopardize the operation of physical equipment in any electrical sector outside of the boundaries of ERCOT.

b. Cyber Security:


Verifiable loss of control over the EMS System of any participant in 
the electrical sector outside of the boundaries of ERCOT that is 
identified as an actual or probable act of sabotage.

3.   Pandemic 

4.   Other unforeseen business continuity events (not to include grid instability)

	NOTE
	· The SSRG conference call may be used for System Security Response Group Notifications and as warranted by the Manager, System Operations.

· When there is a change in the Threat Alert Level as identified on the Electric Sector Information Sharing and Analysis Center (ESISAC) website, www.esisac.com,
· To disseminate information and develop plans related to system emergencies and business continuity threats, 

· To conduct a quarterly test with the minimum objective of reviewing and updating the contact list (test to be conducted in February, May, August and November)

· Hot line call should allow time for all SSRG members to be notified and participate in SSRG conference call.

	Management Notification
	When there is a change in the Threat Alert Level or other emergency events occur and an SSRG conference call is required,  NOTIFY:

· ERCOT Manager, System Operations or designee.
· ERCOT Director of Security or designee.
Refer to SharePoint and/or Desktop Guide Shift Supervisor Section 2.5.

	QSE Notification
	Using the Hotline:

· Notify QSEs of the SSRG conference call.
· Provide the time and phone number for the SSRG conference call.
· Instruct them to notify their SSRG representative of the SSRG conference call.
Typical Script:
“This is [first and last name] at ERCOT. There will be an SSRG conference call today at [time]. The topic will be [quarterly test call, physical security, cyber security, pandemic or other topic]. Please notify your SSRG representative. The conference call number is 1-866-642-1665.  Participants pass code is [code].  Any questions? Thank you.”

	TO Notification
	Using the Hotline:

· Notify TOs of the conference call.
· Provide the time and phone number for the conference call.
· Instruct them to notify their SSRG representative of the conference call.
Typical Script:
“This is [first and last name] at ERCOT. There will be an SSRG conference call today at [time]. The topic will be [quarterly test call, physical security, cyber security, pandemic or other topic]. Please notify your SSRG representative. The conference call number is 1-866-642-1665.  Participants pass code is [code]. Any questions?  Thank you.”

	Send

E-mail
	Send an e-mail to “1 SSRG” to make notification of the SSRG conference call.

Typical Script for e-mail:
An SSRG conference call has been schedule for today at [time].  The topic will be [quarterly test call, physical security, cyber security, pandemic or other topic].  The conference call number is 1-866-642-1665.  Participant pass code is [code].  Participation is mandatory.

Include signature on email.

	Log
	Log all actions taken.


3.7
Monitoring Transmission Congestion
Procedure Purpose:  Monitoring transmission congestion to ensure ERCOT remains in a secure state.
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	Step
	Action

	TCM
	Ensure all contingency overloads are being managed effectively.

	LMP
	Monitor the real-time LMP map:
IF:

· Any LMP appears unreasonable;
THEN:

· Ensure Operations Support Engineer is aware, and
· Transmission congestion is solvable and not being over-constrained.


3.8
Monitoring of Large Ramps and Event Evaluation

Procedure Purpose:  The ERCOT Large Ramp Alert System (ELRAS) is designed to monitor the probability of large wind output ramps in the ERCOT region and provide ERCOT Operators with further situational awareness.
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	Step
	Action

	1
	The potential for a large ramp can be identified using the “Graphical Forecast” page of ELRAS in the Real-Time Viewing Mode.  An example of the page is in figure 1 below.  The “Graphical Forecast” page plots the probability of a ramp rate event starting at a given time during the next 6 hours.  The graphical displays are broken up into three timeframes; 15-minute probabilities, 60-minute probabilities, and 180-minute probabilities, and Up and Down ramp rate events are split up for each time frame.  These displays are interpreted by first looking at a particular interval on a given display.  The value for that interval on that display is characterized as the probability of a given MW change occurring over a specified amount of time starting at the specified interval.  For example, looking again at figure 1, the “Graphical Forecast” is showing a 50% probability of at least a 2000 MW increase occurring over 180 minutes starting at 18:00.  In other words, between 18:00 and 21:00 there is a 50% chance that the aggregate wind output will increase by at least 2000 MW.

For the purpose of this procedure, the forecasted ramp rates to be considered significant are those that are indicated in Yellow; 500 MW in 15-minutes, 1000 MW in 60-minutes, and 2000 MW in 180-minutes.  In the event that one of these ramp rates is forecasted to have at least a 30% probability of occurring, Operations Support staff should be contacted for verification and analysis.  
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Once the validation has been completed, Operations Support will contact the Control Room and communicate whether the forecast is deemed as a reasonable possibility.  In instances in which a forecasted large ramp was first observed by Operations Support, the shift supervisor will be contacted to be made aware of the possibility of a large ramp event.    


4.1
Resource Testing and In-Service Approvals

Procedure Purpose: This procedure provides direction and guidelines for conducting various required testing and approval processes for resources and transmission elements. This procedure does not include testing for the Net Dependable Capacity (NDC) on wind generation.
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	Step
	Action

	Unit Testing

	NOTE
	QSEs will submit test requests to shiftsupv@ercot.com.  If e-mail is down, a fax will be accepted at (512) 248-6858. Test request forms are located on the ERCOT website under ‘Operating Procedures’.

	1
	As unit tests are received, make every reasonable effort to accommodate testing.
Reasons for not accommodating testing:
· Unit has best shift factor to manage congestion for an outage.  Without unit, contingency may reach max shadow price and become unsolvable,
· The request exceeds 7 days,
· A pattern of repeated requests for the same unit(s) indicate that abuse of the testing privilege may be taking place.  If any request is refused for this reason, notify the Manager, System Operations.

	CAUTION
	If deployment of the testing unit is necessary to maintain system security, direct the test be canceled and deploy as needed. 

	OK to Test
	If the testing can be accommodated, RESPOND via e-mail or fax to the requesting party similar to the following:
“ERCOT recognizes the need of <Company Name> to test its unit on <date and time>.
ERCOT intends to make system adjustments to accommodate this testing to the extent possible consistent with system security.

This intent is NOT a guarantee of accommodation”.

___________________     

     (Shift Supervisor)                

	Not OK 
to Test
	IF the request cannot be accommodated, RESPOND via e-mail or fax to the requesting party similar to the following:
“ERCOT cannot accommodate the request of <Company Name>for a unit test on <date and time> for the following reason(s) :     <List reasons>”.
__________________    

     (Shift Supervisor)            

	Approved Resources to be ONTEST

	Approval

	· As Resource tests are approved, update “Approved Unit Tests” spreadsheet located on the System Operations SharePoint.

· All operators will be able to view the list to determine which resources are approved to be ONTEST. 

	Turbine Governor 

	1
	· At all times an All-Inclusive Generation Resource is on-line, its turbine governor must remain in service and be allowed to respond to all changes in system frequency. 
·  When the governor of a Generation Resource is blocked while the Resource is operating, the QSE shall promptly inform ERCOT.
· An All-Inclusive Generation Resource may not reduce governor response during abnormal conditions without ERCOT’s consent unless equipment damage is imminent.
· Each Generation Entity shall conduct applicable generating governor speed regulation tests on each of its Generation Resources.

	In Service Approval (or Approval to Energize)

	1
	IF:
· A Market Participant makes a request to energize new or relocated equipment;
THEN:
· Review notification provided by Operations Support Engineering,
· Approve the request if notification has been provided;
IF:

· The equipment has not been approved by Operations Support Engineering,
 THEN: 
· Delay the request and notify Operations Support Engineer.


	Ancillary Service Testing Coordination

	1
	Ancillary Service Testing will be done in coordination with Operations Planning.  When contacted by Operations Planning: 

· Ensure market and reliability conditions exist at all times, 
· Coordinate all Ancillary Service Testing with the Operations Support Engineer.


4.2
Unannounced Resource Testing

Procedure Purpose: This procedure provides direction and guidelines for conducting unannounced testing of resources.
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	Step
	Action

	Unannounced Resource Testing

	NOTE
	· Operations Analysis will provide the list of resources to be tested.
· The list of units are located at ERCOT SharePoint > System Operations – Control Center > Documents > Unannounced Unit Testing List. Use the current document.
· In addition, the Shift Supervisor may request at his discretion an unannounced test of any resource, other than Hydro, Wind and Nuclear-fueled Resources.
· Tests may be conducted as they best fit within the activities of the ERCOT Control Room, a minimum of 4 resources per week.
· The Resource to be tested must be On-line before beginning the test.
· To identify potential congestion it may be necessary to conduct a Security Analysis Study using a Powerflow Base Case or Real-time Snap shot of the System. 
· NDCRC – Net Dependable Capability / Reactive Capability is located on the ERCOT MIS in the Applications folder 

· Operations Analysis will complete the following items in the NDCRC:
· Current Seasonal HSL(Net MW)
· 30 Min Avg Real Time Telemetry (MW)
· Additional Comments
· Overall Test Results

	Caution
	· Do not perform an unannounced test during a Watch for PRC or EEA event.
· Do not perform an unannounced test on a unit with an approved unit test.
· If an unannounced test is underway when a Watch or EEA event commences, the test may be cancelled.

	Electronic

VDI
	Issue electronic VDI when test is complete so that the initiation and completion times are correct:

ISSUE: 

· VDI to QSE

· Choose “UNANNOUNCED CAPACITY TEST” as the Instruction Type from Resource level

· Initiation Time and Completion Time should be correct times
· In text, state “RETEST” if applicable



	Testing 
Rules
and 

Scripts
	ISSUE an instruction to the QSE for the Resource being tested.  The QSE has the following time to reach its HSL, depending on its output when the test begins:

· At LSL – 60 minutes to reach 90% of HSL, and an additional 20 minutes to reach HSL
· Between LSL and 50 % of HSL – 60 minutes to reach HSL
· Above 50 % of HSL – 30 minutes to reach HSL
Typical script:
“This is ERCOT operator [first and last name]. ERCOT is issuing a VDI at [time] to perform an Unannounced Unit Test on [Resource name].  Change the Resource status to “ONTEST” and increase the Resource output to the current telemetered HSL.  The Resource will have [XXX] minutes to reach the telemetered HSL.  Once the Resource has met the time requirement or reached its HSL, HOLD the Resource at its HSL or above for at least 30 minutes.  [QSE] please repeat this back to me.  That is correct, thank you.”

The QSE will release all Ancillary Service obligations carried by the unit to be tested and change the Resource status to “ONTEST.”
Combine Cycle Resources should include all units of the train.
All QSEs associated with a jointly owned unit will be tested simultaneously.
When the Resource reaches the time requirement or its HSL, SUSTAIN it at or above  the Resources HSL for at least 30 minutes.  NOTIFY the QSE that the test is complete, and RELEASE the resource from its VDI.

If the Resource fails to reach its HSL within the time frame, CONTINUE TO HOLD the resource for at least 30 minutes, and LOG this in the ERCOT logs.  NOTIFY the QSE that the test is complete, and RELEASE the Resource from its VDI.

Typical script:
“This is ERCOT operator [first and last name]. At [time], ERCOT is ending the unannounced test on [Resource name], please return to normal operation.  I will be sending you the electronic VDI that you will need to acknowledge.  Submit the results from the test on the NDCRC within 2 business days.  [QSE] please repeat this back to me.  That is correct, thank you.”

COMPLETE the ERCOT values on the Unannounced Seasonal Generation Verification Test via the NDCRC application on the ERCOT MIS in a reasonable timeframe.

MIS>Applications>NDCRC

	Retest
	· The QSE can have the opportunity to request another test as quickly as possible (at a time determined by ERCOT) and may request a retest up to two times per month
·  QSEs should submit retest requests to shiftsupv@ercot.com.  
· The QSE may also demonstrate an increased value of HSL by operating the Resource at an Output Schedule for at least 30 minutes. In order to raise an output schedule above the seasonal HSL, the QSE may set the Resource telemetered HSL equal to its output temporarily for the purposes of the demonstration tests. After either a retest or a demonstration test, the MW capability of the Resource based on the average of the MW production telemetered during the test shall be the basis for the new HSL for the designated Resource for that Season.
· Any requested retest must take place within three Business Days after the request for retest.
· Any VDI issued as a result of a QSE-requested retest will be considered as an instructed deviation only for compliance purposes.
ISSUE: 

· VDI to QSE

· Choose “UNANNOUNCED CAPACITY TEST” as the Instruction Type from Resource level

· Initiation Time and Completion Time should be correct times

· In text, state “RETEST”

	Notify
	When test is complete, include the following information:

· Resource(s) 
· Date
· Notification Time

· Start time of 30 Minute Hold

· Completion Time
Send an e-mail to:
· Operations Analysis
· Shift Supervisors


5.3
Notification of a Protective Relay or Equipment Failure Report
Procedure Purpose:  Notification to support groups.
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	Step
	Action

	NERC
	“If a protective relay or equipment failure reduces system reliability, the Transmission Operator shall notify its Reliability Coordinator and affected Transmission Operators and Balancing Authorities.  The Transmission Operator shall take corrective action as soon as possible.”

	1
	Notify the Operations Support Engineer when notified that a protective relay or equipment failure reduces system reliability and there is no back-up protective relay available.  A corrective action plan will need to be implemented to limit exposure to the BES.

	2
	· After notification from a TO or QSE, NOTIFY by e-mail:

· OPS Support Engineering 
· Operations Analysis
· Shift Supervisors
The subject line of the e-mail should read “Protective Relay or Equipment Failure.”
Include in the e-mail:

· Entity Name
· Brief description
· Contact information
· Any significant information

	3
	If a TO or QSE e-mails a “Mis-Operation Relay form”, forward to the above identified e-mail address.

	4
	Log information available in the Log as time permits.


5.6
Equipment Limitation and Rating Changes
Procedure Purpose:  To ensure line rating changes are documented and correct.
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	Step
	Action

	Line Rating Changes

	NOTE
	Normally line rating changes can only be changed when a NOMCR is received.

	1
	IF:

· Notified by a TO of an incorrect line rating;
 THEN: 

· Notify the Operations Support Engineer.

	2
	Make log entry.

	TSP Temporary Equipment Limitation Notifications

	1
	IF:

· Notified by a TO of any limitations on the TSP’s system that may affect ERCOT Dispatch Instructions;
 THEN: 

· Notify the Operations Support Engineer.

	2
	IF:

· The Operations Support Engineer confirmed the Temporary Equipment Limitation Notifications may affect ERCOT Dispatch Instructions;
 THEN: 

· Notify the Manager, System Operations, or designee to post on the MIS Secure Area the TSP limitations that may affect Dispatch Instructions.

	3
	Make log entry.


5.8
Monitor Peaker Net Margin 

Procedure Purpose: Monitor Peaker Net Margin (PNM) and re-set System-Wide offer cap (SWCAP), if needed.
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	Step
	Action

	1
	ERCOT-MA>Market Participation>Physical Market>Market Operator Data>System-Wide Offer Cap

Before midnight, check the PNM:
IF:
· PNM has exceeded $175,000;
THEN:
· Change the date to the next day on the above display and click on the “Approve” button.

	2
	Send e-mail to “1 ERCOT Market Operations Support” and “Shift Supervisors” making notification that a Market Notice needs to be prepared due to the SWCAP was re-set to the LCAP.


6.1
Reports

Procedure Purpose: Provide reporting criteria and instructions for the daily reports sent to the PUC, the process to report certain events to the Texas Regional Entity, posting EEA notices to RCIS and the process for reporting system disturbances to NERC and DOE.

	Protocol Reference
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	Step
	Action

	PUCT Daily Report

	Initial Report
	Complete the PUCT Daily Report template between 0300 – 0400 and again between 1400 – 1500 each day.    

	E-Mail

Report
	E-mail the report to the distribution list entitled “PUC-Available Generating Resources.”

	Update
Report
	Update and resend report when system conditions change that cause concern.  Some examples are below:

· The probability of an EEA event increases. Give reason(s) for concerns 
· Conditions change that required new notices to be issued or cancelled (e.g., OCN , Advisory, Watch, or Emergency Notice )
· A projected reserve capacity shortage develops 
· Local reliability concerns arise including actual overloads or loss of load 
· The Gibbons Creek Bryan East/Green Prairie 138 kV double circuit transmission line trips, or if unplanned outages of generation units cause security problems in the Bryan-College Station area
· Localized gas restrictions, not expected to cause reliability issues
· A DCS event
· Deployment of Load Resources

· Any Nuclear Resource issues (including trips, coming off-line, high risk activities, de-ratings, etc.)

Send updated report when conditions have returned to normal.

	Guidelines for Determining EEA Potential
	Use the following guidelines to determine the potential for EEA when completing the PUCT Daily Report:

Potential for EEA Level 1

· Low 
· Sufficient capacity to cover peak demand
· An Advisory is in effect for Physical Responsive Capability.
· Medium
· A Watch is in effect for Physical Responsive Capability. 
· Loss or delay of generation availability during peak demand that may diminish Physical Responsive Reserves 
· Excel MAI shows multiple hours of insufficient reserves and there is belief it is a significant threat
· High 
· A Watch is in effect for Physical Responsive Capability and trending downward after procuring quick-start capacity 
· Excel MAI shows multiple hours of insufficient reserves AND ERCOT has been unable to correct the capacity insufficiency over several hours AND ERCOT believes it is a significant threat
· Critical
· EEA Level 1 in effect
Potential for EEA Level 2

· Low 
· Sufficient capacity to cover peak demand
· An Advisory is in effect for Physical Responsive Capability
· Medium
· EEA Level 1 in effect
· High 
· Adjusted Responsive Reserve ≤ 1750 MW and trending downward
· Critical
· Adjusted Responsive Reserve ≤ 1375 MW and trending downward 
Potential for EEA Level 3

· Low 
· Sufficient capacity to cover peak demand
· High 
· EEA Level 2 in effect
· Adjusted Responsive Reserve < 1000 MW and trending downward, OR
· Unable to maintain frequency ≥ 59.9 Hz
· Critical
· EEA Level 3 in effect

	Texas RE Event Reporting

	1
	WHEN an event occurs that is listed on the “event list” below, before shift is over:

· E-mail information to Manager, System Operations or designee
· The subject line of the e-mail should read “TRE Event.”

	Event
List
	For purposes of the event analysis process, events include the following:
Category 1 Events:

· An unexpected outage, contrary to design, of three or more elements caused by a common disturbance. For example:
· The loss of a combination of NERC-defined elements or facilities

· The loss of an entire generation station of three or more generators (aggregate generation of 500 MW to 1,999 MW); combined cycle units count as one unit
· 
· Unplanned evacuation from a control center facility with BPS SCADA functionality for 30 minutes or more 
· Failure or misoperation of SPS/RAS
· 
· System-wide voltage reduction of 3% or more that lasts more than 15 continuous minutes due to a BPS emergency
· Unintended BPS system separation that results in an island of 100 MW to 999 MW. Excludes BPS radial connection, and non-BPS (distribution) level islanding
· The loss of generation of 1,000 MW – 1,399 MW
Category 2 Events:

· Complete loss of all BPS control center voice communication system for 30 minutes or more 
· Complete loss of SCADA, control or monitoring functionally for 30 minutes or more
· Loss of off-site power (LOOP) to a nuclear generating station per the Nuclear Plant Interface Requirement
· Unintended system separation that results in an island of 1,000 MW to 4,999 MW
· Unintended loss of 300 MW or more of firm load for more than 15 minutes

· Voltage excursions equal to or greater than 10% lasting more than 15 continuous minutes due to a BPS emergency
Category 3 Events:

· Loss of load or generation of 1,400 MW or more
· Unintended system separation that results in an island of 5,000 MW to 10,000 MW

· 
Category 4 Events:

· Loss of load or generation from 5,001 MW to 9,999 MW
· 
· Unintended system separation that results in an island of more than 10,000 MW

Category 5 Events:

· Loss of generation of 10,000 MW or more
· Loss of load of 10,000 MW or more

	NERC and DOE Reporting

	NOTE
	· Contact the Manager, System Operations or designee when a NERC or DOE reporting event occurs.  If available, they will be responsible to complete the required form
· In the body of the e-mail, type the following:

· "Contains Privileged Information and/or Critical Energy Infrastructure Information - Do Not Release.".

	OE-417

Reporting

Events
	DOE OE-417 initial reports are to be completed within 1 hour, forms can be downloaded at:  ftp://ftp.eia.doe.gov/pub/electricity/eiafor417.doc.  Electronic forms are preferred.
OE-417 reports are required for the following events:

· System-wide voltage reduction of 3 % or more
· Public appeal to reduce the use of electricity for purposed of maintaining the continuity of the electric power system
· Load shedding of 100 MW or more implemented under emergency operational policy 

· Uncontrolled loss of 300 MW or more of firm system loads form more than 15 minutes from a single incident
· Suspected physical attacks that could impact electric power system adequacy or reliability; or vandalism which target components of any security systems

· Suspected cyber or communications attacks that could impact electric power system adequacy or vulnerability

· Actual physical attack that causes major interruptions or impacts to critical infrastructure facilities or to operations
· Actual cyber or communications attack that causes major interruptions of electrical system operations
· Fuel supply emergencies that could impact system adequacy or reliability
· Loss of electric service to more than 50,000 customers for 1 hour or more
· Compete operation failure or shut-down of the transmission and/or distribution electrical system

· Electrical System separation (Islanding) where part or parts of a power grid remain(s) operational in an otherwise blacked out area or within the partial failure of an integrated electrical system

	NERC IROL and Preliminary Disturbance Report

EOP-004-1
	NERC Preliminary Disturbance reports are to be completed within 24 hours,  forms can be downloaded at: http://www.nerc.com/page.php?cid=5|66
NERC Disturbance reports are required for the following events:
· Loss of bulk power transmission component that significantly affects the integrity of system operations, which resulted in actions such as:

· Modification of operating procedures

· Modification of equipment to prevent reoccurrence of event

· Identification of valuable lessons learned

· Identification of non-compliance with NERC standards or policies

· Identification of a disturbance that is beyond recognized criteria (i.e. three-phase fault with breaker failure, etc)

· Frequency or voltage going below the under-frequency or under-voltage load shed points

· The occurrence of system separation or system islanding or both

· Loss of generation of 1,000 MW or more
· IROL violation 
· Any action taken by a GOP, TOP, BA, or LSE that results in:

· Sustained voltage excursions equal to or greater than ±10 percent
· Major damage to power system components

· Failure, degradation, or misoperation of system protection, SPS, RAPs, or other operating system that do not require operator intervention, which did result in, or could have resulted in, a system disturbance.
· Firm load shedding of 100 MW or more to maintain the continuity of the BES

· Loss of firm load demands totaling more than 200 MW or 50 percent of the total customers for ≥ 15 minutes

	1
	When required to file a report (If Manager or designee is unavailable):

Forward the TO or QSE report or the Director of Cyber Security’s report to:

· NERC (esisac@nerc.com, fax (609) 452-9550) 
· DOE  (doehqeoc@oem.doe.gov, fax (202) 586-8485)
· “NERC and DOE Disturbance Reporting” e-mail list.

	RCIS Reporting

	NOTE
	Refer to Desktop Guide Shift Supervisor Section 2.2.

	EEA
Postings
	There are four levels of Emergency Energy Alert (EEA). As ERCOT enters each level, postings must be made on the RCIS under “Energy Emergency Alert”:

· “ERCOT is declaring EEA 1”
· “ERCOT is declaring EEA 2” 
· “ERCOT is declaring EEA 3”
· “ERCOT is in EEA 0 and back to normal operations.” 

	TEA

Postings
	There are four levels of Transmission Emergency Alert (TEA).  This is currently a NERC pilot project.  As ERCOT enters each level, postings must be made on the RCIS under “System Emergency”:

· “ERCOT is declaring TEA 1 on the North-Houston interface”
· “ERCOT is declaring TEA 2 on the North-Houston interface; Load Resources have been deployed in the Houston area”.
· “ERCOT is declaring TEA 3 on the North-Houston interface; firm load is being curtailed in the Houston area”. 
· “ERCOT is in TEA 0 and back to normal operations”

	SEA
Postings
	There are four levels of Security Emergency Alerts (SEA).  This is currently a NERC pilot project.  As ERCOT enters each level, postings must be made on the RCIS under “CIP Free Form”: 
· “ERCOT is declaring SEA 1 for a [cyber or physical] attack on [control center, generating facility, substation, and transmission line] located in [west, north, south, central] Texas”.
·  “ERCOT is declaring SEA 2 for a [cyber or physical] attack on [control center, generating facility, substation, and transmission line] located in [west, north, south, central] Texas”.
· “ERCOT is declaring SEA 3 for a [cyber or physical] attack on [control center, generating facility, substation, and transmission line] located in [west, north, south, central] Texas”.
· “ERCOT is in SEA0 and no longer under threat”.

	NXT Notification Requirements

	Beginning

of each

Shift
	Log into the NXT Communicator at the beginning of each shift in order to make the required notification quickly. 

· If issues arise and you are unable to log into the NXT Communicator with your user name, notify the helpdesk and request immediate assistance.

	Watch
	IF:

· A Watch for Physical Responsive Capability is initiated,
THEN:

· Select the “SO Watch PRC below 2500” Scenario and activate notification,
WHEN:

· A Watch for Physical Responsive Capability has been cancelled,
THEN:

· Select the “SO Watch for PRC Cancelled” Scenario and activate notification.

	EEA

Implementation Levels
	IF:

· ERCOT initiates EEA Level 1,
THEN:

· Select the “SO EEA Level 1” Scenario and activate notification,
IF:

· ERCOT initiates EEA Level 2,
THEN:

· Select the “SO EEA Level 2” Scenario and activate notification,
IF:

· ERCOT initiates EEA Level 3,
THEN:

· Select the “SO EEA Level 3” Scenario and activate notification.

	EEA

Termination Levels
	WHEN:

· EEA Level 3 is terminated,
THEN:

· Select the “SO EEA Level 3 to EEA Level 2” Scenario and activate notification,
WHEN:

· EEA Level 2 is terminated,
THEN:

· Select the “SO EEA Level 2 to EEA Level 1” Scenario and activate notification,
WHEN:

· EEA Level 1 is terminated,
THEN:

· Select the “SO EEA Level 1 Cancellation” Scenario and activate notification.

	Loss of

Firm

Load
	IF:

· An Operator (ERCOT or TO) has issued a request for firm load shed,
THEN:

· Select the “SO Request Firm Load Shed” Scenario and activate notification.

	NXT Testing
	WHEN:

· Performing  Shift Supervisor Procedure 9.2 Monthly Testing of Non-Routinely used Telecommunications Facilities,
THEN:

· Select the “SO ENS Test” Scenario and activate notification.

	ERCOT Morning Report

	NOTE
	· This report is currently only required Monday – Friday.
· The Morning Report form is located on P:\SYSTEM OPERATIONS drive in the PUCT Folder.   This report should be sent as an attachment by 0700 using the e-mail distribution list entitled “ERCOT Morning Report.”
· The subject line of the e-mail should read “ERCOT Morning Report for <date>”

	1
	Weather Information

· Enter the High and Low temperature forecast from a National or a Local Weather Service for each city listed.
· Enter the current day forecast conditions for each city listed.

	2
	Load Data
· The All-Time Peak MW and Seasonal Peak MW will be provided as needed. 
· Enter the Projected Peak MW and peak hour for the current day.  Use the most reasonable forecast, which may not be the highest.
· Enter the Previous Day Actual MW.

	3
	Interchange 

· Enter the net flow across the DC-Ties for the peak hour.  This can be obtained from the MOI under “DC Tie Scheduling” or from the Excel MAI.

	4
	Transmission Line Outages:

· Enter the number of 345 kV line segment outages for the peak hour.

	5
	Generation MW Totals

· Enter the Generation scheduled outage MW total.
· Enter the Generation forced outage MW total.

	6
	Projected MW Reserves

· Enter the Responsive Reserve requirement at the Project Peak.
· Enter the anticipated operating reserves available at time of peak.
· The anticipated operating reserves can be found by adding the “Max Cap. Room” and Responsive Reserve requirement.

	7
	Recent ERCOT Congestion Activity

· No action needed

	8
	Comments

· List any active OCNs, Advisories, Watches or Emergency notices.

	RMR Unexcused Misconduct Events

	NOTE
	· For a RMR unit, a “Misconduct Event” means any hour or hours during which Participant is requested to, but does not; deliver the energy at a level of at least 98% on each hour of the level shown in the Availability Plan.
· For a Synchronous Condenser Unit, a “Misconduct Event” means any hour or hours during which Participant is requested to, but does not, synchronize the Unit to the ERCOT Transmission Grid during any hour in which the Unit is shown in the Availability Plan

	1
	IF:

· An RMR or Synchronous Condenser fail to deliver the energy when requested to;
THEN:

· Notify the Manager of System Operations.
· The manager will gather the detailed information and send an e-mail to “Nodal Settlements and Billing” with the subject line “Action Required – RMR Unexcused Misconduct Event”. 

	Shift Schedule

	NOTE
	· Shift Schedules will be posted to the MIS under GRID on the Transmission Page in the Transmission Supporting Information section.  
· The posting of the schedule will be current at all time to be compliant with the Protocols.

	GEO-Magnetic Disturbance (GMD)

	NOTE
	A geomagnetic disturbance (GMD) occurs when the magnetic field embedded in the solar wind is opposite that of the earth. This disturbance, which results in distortions to the earth’s magnetic field, can be of varying intensity and has in the past impacted the operation of communications systems, and electric power systems.

	1
	Periodically during the day, monitor the NERC Reliability Coordinator Information System (RCIS) at https://rcis.nerc.net

	2
	When alerts and warnings for GMDs are issued for K-7 or higher: 

· Notify the TOs and QSEs by posting message on MIS Public using Notice Builder, Log the information.

	Gas Restrictions

	1
	Once notified by a QSE of gas restrictions

· Send an e-mail to “Gas Company Notifications”.  This will notify all appropriate ERCOT staff.

	2
	Determine:

· If the gas restriction could impact electric power system adequacy or reliability,
THEN:

· Proceed to “Reports” procedure for NERC/DOE reporting requirements, AND
· Consider fuel switching for the generation that has this capability.


7.1
Abnormal Events

Procedure Purpose:  To provide guidance for those events outside normal operating parameters.

	Protocol Reference
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	NERC Standard
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	EOP-001-0

R4.4, R5
	EOP-004-1

R1, R3.1
	IRO-005-2

R1.7, R1.10, R6

	
	DOE OE-417
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	Step
	Action

	NOTE
	· The ERCOT Shift Supervisor will act as the main contact and answer inquiries between the control room and other ERCOT operations groups during abnormal events
· See Phone Book at Shift Supervisor’s Desk

	System Disturbance

	NERC
	ERCOT ISO shall fully restore the minimum Contingency Reserve requirement of the ERCOT Region’s largest single contingency (1375 MW) as soon as practical.

Within 90 minutes, ERCOT ISO will restore Responsive Reserves to 2300 MW or greater.  This 90 minute restoration period begins at the end of the disturbance recovery period.

	1
	IF:

· A system disturbance causes the ERCOT system to violate the Single Contingency Secure status,
THEN:
· VERIFY that the System Operators take all actions necessary as described in the ERCOT Operating Guides.

	2
	IF:
· The system disturbance cannot be normalized with current on-shift staff,
THEN:

· IDENTIFY and ASSIGN additional System Operators, Operations Support, Operations Analysis, or Market Operations staff to assist in normalizing the system condition.

	3
	The ERCOT Shift Supervisor will ISSUE Emergency Communications & Notifications to ERCOT staff and management in accordance with Desktop Guide Shift Supervisor Section 2.1.

	Degraded Weather 

	1
	WHEN degrading weather conditions are forecasted, VERIFY that the System Operators on the Transmission & Security and Real-Time desks issued corresponding OCN, Advisories, and Watches.

	2
	MONITOR ERCOT reserves and Ancillary Services capacities during degraded weather periods such as extreme heat, cold weather, severe cold weather, severe thunderstorms/tornado warnings and verify a SASM is initiated as necessary.

	3
	IF:
· Forecasted weather conditions are extreme, and is deemed necessary,
THEN:

· IDENTIFY and ASSIGN additional System Operators, Operations Support, Operations Analysis, or Market Operations staff to assist in operating the system during degraded weather conditions


9.1
Monthly Testing of Satellite Phone System

Procedure Purpose: To test the satellite phone system between ERCOT and the Transmission Service Providers to ensure communication capability via the Satellite Phone System.

	Protocol Reference
	
	
	
	

	
	
	
	
	

	Guide Reference
	
	
	
	

	
	
	
	
	

	NERC Standard
	COM-001

R2
	EOP-005

R5
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	Step
	Action

	NOTE
	· This test is to be conducted on the first weekend of each month, between the hours of 0000 Saturday and 0500 Monday.

· Not all ERCOT TOs have satellite phones, so the call will be coming in on their regular landlines. Verify whether or not they are communicating via satellite phone or regular landlines while testing. 

· Refer to Desktop Guide Common to Multiple Desks Section 2.7.

· When a participant dials into the conference bridge before the moderator dials in, they will hear music and be placed on hold.

	Test
	· Call each ERCOT TO using the preprogrammed number on the Turret Phone.

· If there is no answer:

· Call the ERCOT TO directly using the Satellite Phone number provided in Desktop Guide Common to Multiple Desks Section 2.7.1 and inform them of the time of their respective Satellite Conference Bridge Call.

	Forms
	· Complete the Monthly Satellite Testing forms located the in P:\ SYSTEM OPERATIONS/Satellite Testing Phone Testing Forms folder.

	Email


	Send the compiled results of the Satellite phone test by e-mail to:

· 1 ERCOT Training Department

· 1 ERCOT Shift Supervisors

	File
	File a hard copy in the control room daily file.

	Log
	Log the results in the Shift Supervisors Operations Log.


9.2
Monthly Test of Non-Routinely used Telecommunications Facilities

Procedure Purpose: To ensure backup communications are tested monthly.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	COM-001-1

R2
	
	
	


	Version: 1 
	Revision: 5
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	Step
	Action

	Primary Control Center

	Phone Tests
	On the first weekend of each month, between the hours of 0000 Saturday and 0500 Monday:

· Test the Control Room Cell Phone by calling the ERCOT Helpdesk Cell Phone.
· If any issues are found, send e-mail to “shiftsupv” and back office will follow up.
· Test the Standalone Satellite phone.  It isn’t necessary to call a satellite number, just verify the phone is operational. Refer to Desktop Guide Common to Multiple Desks Section 2.7.4.
· If any issues are found, send e-mail to “shiftsupv” and back office will follow up.

	SAT modem testing
	Coordinate the following test with the DC Tie Operator at the alternate control center 

· Using the turret, call each programmed desk SAT Phone at the alternate control center

· If any issues are found, send e-mail to “shiftsupv” and back office will follow up.

	NXT

Test
	· Test NXT Communicator by activating the “SO ENS Test” scenario between the hours of 0800-2200.   
· If any issues are found, open help ticket and cc: “shiftsupv”.

	Notice Builder
	· Test Notice Builder and Twitter postings by selecting the “Test Message on Notice Builder/Twitter” scenario between the hours of 0800-2200.   
· If any issues are found, open help ticket and cc: “shiftsupv”.

	Log
	Log the results for each of the bulleted items above in the Shift Supervisors Operations Log.  

	Alternate Control Center

	Phone Tests
	When working out of the alternate Control Room during the monthly scheduled dates:

· Test Control Room Cell Phone with the ERCOT Helpdesk Cell Phone.
· If any issues are found, send e-mail to “shiftsupv” and back office will follow up.
· Test the Satellite phone associated to the Operations Desk on each turret.  It isn’t necessary to call a satellite number, just verify the phones are operational.
· If any issues are found, send e-mail to “shiftsupv” and back office will follow up.
· Test the Standalone Satellite phone operation located in the Control Room.  It isn’t necessary to call a satellite number, just verify the phone is operational. Refer to Desktop Guide Common to Multiple Desks Section 2.7.5.
· If any issues are found, send e-mail to “shiftsupv” and back office will follow up.

	SAT modem testing
	Coordinate the following test with the DC Tie Operator at the other control center 

· Using the turret, test call each programmed SAT Desk Phone at the other control center

· If any issues are found, send e-mail to “shiftsupv” and back office will follow up.

	NXT

Test
	· Log into the Bastrop ENS link when working out of the alternate Control Room in Bastrop,  

· Test NXT Communicator by activating the “SO ENS Test” scenario between the hours of 0800-2200.  
· If any issues are found, open help ticket and cc: “shiftsupv”.

	Log
	Log the results for each of the bulleted items above in the Shift Supervisors Operations Log.  


10.2

EMMS and Interface System Failures

Procedure Purpose: Provide guidance to the Shift Supervisor for coordinating with the ERCOT IT Help Desk if critical functions or systems fail such that system operators and/or participants are precluded for performing and complying with their obligations and therefore jeopardizing the security of the system.
	Protocol Reference
	
	
	
	

	
	
	
	
	

	Guide Reference
	
	
	
	

	
	
	
	
	

	NERC Standard
	COM-001-1.1

R5
	EOP-008-0

R1.4
	
	

	
	
	
	
	


	Version: 1 
	Revision: 4
	Effective Date:  March 1, 2012


	Step
	Action

	1
	If any Control Room computer systems (ICCP, Web Portal, MIS, or API) events, failures, or incidents that affect normal operations occur,

· DETERMINE criticality and impact to the reliability to the grid,
· CONTACT the ERCOT Help Desk immediately from the Supervisor Help Desk button on the Turret Phone or extension 6804.
If necessary, contact the on-call IT person first then contact the Help Desk.

	NOTE
	For a complete EMMS failure, see Real-Time Procedure Section 3.2, EMS Failure.

	2
	IF:
· Any of the aforementioned systems fail and are effecting ERCOT systems or multiple Market Participants and will be unavailable for longer than 15 minutes;
THEN:

· Notify market participants of the problem and expected duration via Hotline,
· Request additional assistance from other support staff.

	3
	When the problem is resolved, Notify all participants via Hotline of the problem resolution.

	Log
	Log the following:

· Date
· Time of event
· Description of system alarms, events, failures, or incident
· Actions taken and resolution
· Time of system or function restoration

	Data and/or Voice Communication Failures

	1
	Notify the Help Desk of the loss and REQUEST assistance to re-establish voice and/or data communications.

· Telecommunications group will be responsible for voice communications.
· EMMS Production group will be responsible for data communications  

	2
	Use back-up communications if needed such as the Control Room cell phone, Standalone Satellite phone or the PBX Bypass phones to maintain communications with the other control room, TOs, QSEs, SPP and any other entities as needed.  The list of phone numbers is located in the Phone Book at Shift Supervisor’s Desk and also programmed into the cell phone.

	3
	IF the criticality and impact of events or failures is such that Market Participants are, or will be affected before the problem can be resolved, 

THEN:

· Instruct ERCOT System Operator to NOTIFY the other ERCOT Control Room and all market participants via Hotline of the problem and expected duration.  If Hotline is unavailable utilize any of the following methods: 
· Control Room cell phone, PBX Bypass phones, or Standalone Satellite phone.
· REQUEST additional assistance from other support staff, as needed.  

	NOTE
	Steps 4 & 5 may be performed in any order.

	4
	RECORD the following in the shift log:

· Date
· Time of event
· Description of events, failures, or incident
· Actions taken and resolution
· Time of system or function restoration

	5
	When the problem is resolved, NOTIFY all participants via Hotline of the problem resolution.

	Dynamic Rating, SCED Status, EMBP, SE, RTCA or RLC Alarms 

	NOTE
	· Normal status for the Dynamic Rating, SCED Status, EMBP, SE, RTCA and RLC Status is indicated by each status box constant green on the “ERCOT & QSE Summary Page” in the PI system.
· Failure of the PI server is indicated by abnormal status of Dynamic Rating, SE and RLC, accompanied by the PI system “flat-lining”
· Dynamic Rating, SE and RLC status boxes flashing red AND PI flat-lining may indicate failure of the EMS.

	Monitor
	PERFORM the following as applicable to the indicated conditions:

· IF only the Dynamic Ratings status box is flashing red, CONTACT the ERCOT Help Desk
· TELL them the Dynamic Rating Alarm status in Processbook is flashing red and the dynamic ratings are not being sent to the SCADA in the EMS. 
· REQUEST they notify the on-call EMMS Production person of the situation. 
· IF only the RLC status box is flashing yellow/red, CONTACT the ERCOT Help Desk
· TELL them the RLC Alarm status in Processbook is not green 
· Greater than 5 minutes but less than 10 minutes turns - Yellow

· Greater than 10 minutes turns - Red

· DIRECT them to notify the on-call EMMS Production person of the situation.
· IF only the SCED Status box is flashing red,
· Follow the Managing SCED Failures in the Real Time Desk Procedure.
· If SCED failure can’t be resolved CONTACT the ERCOT Help Desk and DIRECT them to notify the on-call EMMS Production person of the situation. 

· IF only the EMBP box is flashing red, 
· Determine the reason Emergency Base Point are being issued,

· Remove the Emergency Base Point flag when condition allow,

· If EMBP can’t be resolved CONTACT the ERCOT Help Desk and DIRECT them to notify the on-call EMMS Production person of the situation.
· IF only the SE status box is flashing red, CONTACT the Operations Support Engineer
· TELL them the SE Alarm status in Processbook is flashing red
· IF only the RTCA status box is flashing yellow or red, CONTACT the Operations Support Engineer
· RTCA executes every 5 minutes, if RTCA doesn’t complete within the desired threshold the display changes colors
· Greater than 7 minutes but less than 10 minutes turns - Yellow
· Greater than 10 minutes turns - Red
· TELL them the RTCA Alarm status in Processbook is flashing yellow/red

	Building Security and Fire Alarms

	NOTE
	The Shift Supervisor or designee will ensure staff members adhere to emergency evacuation procedures and evacuate all team members from the Control Room if an emergency evacuation is required.

	1
	IF:

· Building security or fire alarm sounds,
THEN:

· Contact Security’s Emergency Number if Security has not already made communications with the Control Room.

	2
	IF:

· It is determined it is a drill,
THEN:

· Retrieve the ‘orange’ bag for the employee roster,
· Account for each operator by marking them present and return form to Security staff at front desk (if able).
IF:

· If unable to return roster in a reasonable timeframe,
CONTACT:

· Security and request them to retrieve roster during the next patrol.

	3
	IF:

· Control Room personnel are in danger or ordered to be evacuated,
THEN:

· Transfer control of the Grid to the Alternate Control Center (see “Loss of Primary Control Center Functionality” procedure Section 4.1 in the DC Tie Desk Procedure),
· Request additional assistance from other support staff,
· Evacuate the Control Room to a safe area for Zone #1,
· Retrieve the ‘orange’ bag for the employee roster,
· Account for each employee by marking them present at the rally point.

	4
	Notify the Manager, System Operations or designee as soon as practical.

	Failure of the Emergency Generator

	1
	If the Facilities emergency generator fails to start, you will be notified by the Facilities Staff.

	2
	If the Facilities Staff or the Shift Supervisor determines that it will be more than 20 minutes before the emergency generator can be started, the Shift Supervisor may consider initiating the “Loss of Primary Control Center Functionality” procedure.

	3
	The Shift Supervisor or his/her delegated representative should notify the Manager, System Operations that the controls have been transferred to the other control center.

	4
	REQUEST additional assistance from other support staff as needed.

	NOTE
	See Desktop Guide Shift Supervisor Section 2.1
.
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