Power Operations Bulletin # 570

ERCOT has posted/revised the Real Time Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.4
Load Forecast Errors affecting the Resource Limit Calculator

Procedure Purpose: Make changes between Short Term Load Forecast (STLF) and Mid Term Load Forecast (MTLF) for proper calculation and deployment of Generation To Be Dispatched (GTBD). The selection of a correct load forecast is needed to contribute to Reliable System Performance.
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	Revision: 1
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	Step
	Action

	NOTE
	The Load Forecast factor from STLF and MTLF is calculated every 3rd and 8th minute. This procedure outlines steps to select the MTLF from default STLF in Resource Limit Calculator (RLC) for GTBD calculation in the event there may be an error.

	Review
	Periodically review the Short Term Load Forecast (STLF) to verify its accuracy.

	STLF Issues
	IF:

· The Operator determines the STLF is not performing reasonably or there has been a telemetry spike causing STLF to spike up/down,
THEN:

· Check the box “Using MTLF in GTBD Calculation” in the parameter text box in RLC display. 
REVIEW REFERENCE DISPLAY:

·  EMP Applications>Resource Limit Calculator>Parm 

	Notify
	Call the Load Forecast Analyst supporting the LF application and notify them of the STLF issue and REQUEST immediate support to resolve the issue.

	Send

E-mail
	Notify by e-mail the following distribution lists of the issue:

· Load Forecasting & Analysis 
· Operations Analysis
· 1 ERCOT Shift Supervisors

	STLF Resolved
	WHEN:

· STLF is normal and telemetry spike issues have been resolved, 
THEN:

· Uncheck the box “Using MTLF in GTBD Calculation” in the parameter text box in RLC display. This will make STLF default forecast for calculating GTBD again,
VERIFY:

· The duration of bad-telemetry or spike has been over-written with good data otherwise this will affect the STLF in the future.
REVIEW REFERENCE DISPLAY:

· EMP Applications>Load Forecast>Related Display>Short-Term Forecast (STLF)>Short-Term LF Forecast - Chart

	Log
	Log all actions taken.


2.6
Site Failovers and Database Loads

Procedure Purpose: To provide notice to the Market Participants when ERCOT performs site failovers and database loads.
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	Step
	Action

	Database

Load
	Approximately 5 - 30 minutes before database load, make the following Hotline call to QSEs:

Typical Script:
This is ERCOT operator [first and last name], at [xx:xx], ERCOT will perform a database load on its Energy & Market Management Systems.  During this time, SCED Base Points will reflect accurate dispatch instructions.  In the event ICCP is temporarily suspended, all systems should re-establish automatically within a few minutes.

	Site

Failover
	Approximately 5 - 30 minutes before site failover, make the following Hotline call to QSEs:

Typical Script:
This is ERCOT operator [first and last name], at [xx:xx], ERCOT will perform a site failover of its Energy & Market Management Systems.  During this time, market communications will be unavailable for about 15 minutes, and real-time communications will be unavailable for about 5 minutes.  All systems should re-establish communications automatically.

	Site

Failover

with 

W-N

Active
	IF:

· The West – North is active;
THEN:

· MP’s base points should remain the same during the failover, however to ensure the management of WGR’s is sustained, use the following script:
Approximately 5 minutes before the site failover, make the following Hotline call to QSEs:

Typical Script:
At [xx:xx], ERCOT will perform a site failover of its Energy & Market Management Systems.  During this time, market communications will be unavailable for about 30 minutes, and real-time communications will be unavailable for about 5 minutes.  All systems should re-establish communications automatically.  The West to North constraint is active; WGRs which are currently being curtailed and required to follow their Base Points are required to stay at their current output during this failover.  A call will be made when we have completed the site failover.

	Site Failover
Posting
	The site failover message is already built in Notice Builder under “EMS Site Failover”.

	If EBPs are needed
	IF:

· Site Failover is taking longer than expected and EBPs are needed;
THEN:

· Make the following hotline call to QSEs:

Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  The site failover is taking longer than expected; Emergency Base Points will be issued.  ERCOT will make another hotline call when the site failover is complete.  [QSE] please repeat this back to me.  That is correct, thank you.”

	If EBPs
are needed and W-N was Active before Site Failover started
	IF:

· Site Failover is taking longer than expected and EBPs are needed, AND

· The West – North was active before the start of the Site Failover;
THEN:

· Make the following hotline call to QSEs:
Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  The site failover is taking longer than expected; Emergency Base Points will be issued.  WGRs which were required to follow their Base Point instruction before the site failover are required to continue to stay at their current output.  ERCOT will make another hotline call when the site failover is complete.  [QSE] please repeat this back to me.  That is correct, thank you.”

	Site

Failover

Complete
	Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [XX:XX], the site failover is complete.  All QSEs should continue normal operations.  [QSE] please repeat this back to me.  That is correct, thank you.”


4.1
Managing SCED

Procedure Purpose: To ensure that a SCED solution has solved and that the solution is reasonable.  
	Protocol Reference
	3.8.3
	6.3.2(2)
	6.5.7.1.13(3)
	6.5.7.6.2.1(4)

	
	6.5.7.6.2.2
	6.5.7.6.2.1(1)
	6.5.7.6.2.1(4)
	6.5.1.1(b)

	
	6.5.5.2(6)
	6.5.7.6.2.3
	6.5.9.1(2)
	

	Guide Reference
	
	
	
	

	
	
	
	
	

	NERC Standard
	
	
	
	

	
	
	
	
	


	Version: 1 
	Revision: 5
	Effective Date:  December 15, 2011


	Step
	Action

	Workflow Controller Messages

	NOTE
	The SCED Workflow Controller provides three color coded messages as indicated in the following:

· GREEN – Informational (i) and Success (s)
· BLUE – Warning (w)
· RED – Error (e) and Fatal Error (f)

	1
	REVIEW REFERENCE DISPLAY:

Market Operation>Real-Time Market>SCED Displays>Workflow>SCED Workflow Messages

Monitor SCED Workflow Controller logs for “Warning” and “Error” messages.

	2
	IF:

· The log indicates an “Error” or “Fatal Error”;
THEN:

· Contact the Help Desk and notify all Control Room staff,
· Attempt to resolve the issue following, refer to Section 5.5 of the Desktop Guide,
· Refer to Section 3.2 “Managing SCED Failures” in this procedure.

	SCED Solution Time Parameter 

	NOTE
	Typically SCED should produce a solution within 20 seconds.  It is highly desirable to have at least 3 executions of SCED in any 15 minute period.

	Automatic

Trigger
	Verify that SCED is automatically triggered:
· Periodically every 5 minutes
· About 60 seconds after RRS is automatically deployed by LFC
IF:

· SCED is not automatically executed (but has not failed);
THEN:

· Manually execute SCED,
· Immediately notify the Shift Supervisor and Shift Engineer,
· Continue to manually execute SCED approximately every 5 minutes until the condition is corrected.

	Manual

Trigger
	SCED may be manually triggered when the following is identified:

· Frequency deviates  +/-0.05 Hz for more than 5 minutes
· Generation Resource trips and Frequency is > 59.91 Hz
· When approximately 50% of Regulation has been deployed
· Approximately 60 seconds after Generation Resources providing RRS have been deployed.
· As frequently as needed after Load Resources providing RRS have been deployed.

	LOG
	Log all actions taken as necessary.

	Large Resource Trips or Runbacks

	1
	IF:
· A QSE has the loss of any Resource greater than 200 MW;
THEN:
· Review the following: 
· Ensure their telemetry reflects the trip, 
· Manually deploy SCED if needed,
· Determine the impact on (HASL-GEN), AND
· If Non-Spin is needed, ask the Resource Operator to deploy it.
· Notify Control Room staff of all actions taken
· Log the event.

	NOTE
	See Section 3.1, Frequency Control Operating Procedure.

	Quick Start Generation Resource

	QSGR
	A Generation Resource that while in its cold-temperature state can come On-Line within ten minutes of receiving ERCOT notice and has passed an ERCOT Quick Start Generation Resource test which establishes the amount of capacity that can be deployed within a ten minute period.

	COP
	The QSE for a QSGR that is available for deployment by SCED shall set the COP LSL and HSL values to the expected sustainable LSL and HSL for the QSGR for the hour.  If the QSGR is providing Non-Spin service, then the A/S Resource Responsibility for Non-Spin shall be set to the Resource’s Non-Spin obligation in the COP.  If the Resource’s Non-Spin obligation is less than the difference between HSL and LSL, then the QSGR that is available for deployment by SCED shall set the COP Resource Status to ON, otherwise it shall be set to OFFNS.

	Telemeter
	The QSGR shall telemeter a Resource Status of ON and an LSL of zero prior to receiving a deployment instruction from SCED.  This status is necessary in order for SCED to recognize that the Resource can be Dispatched.  The status of the breaker shall be open and the output of the Resource shall be zero in order for the State Estimator to correctly assess the state of the system.  After being deployed for energy by SCED, the Resource shall telemeter an LSL equal to or less than the Resource’s actual output until the Resource has ramped to its physical LSL.  After reaching its physical LSL, the QSGR shall telemeter an LSL that reflects its physical LSL.  The QSGR shall always telemeter an Ancillary Service Resource Responsibility for Non-Spin to reflect the Resource’s Non-Spin obligation and shall always telemeter an Ancillary Service Schedule for Non-Spin of zero to make the capacity available for SCED.

	SCED
	If a QSGR comes On-Line as a result of a Base Point less than its COP LSL, the QSE representing the QSGR may request a manual override from the ERCOT Operator within the first ten minutes after the SCED time stamp, and the ERCOT Operator shall set the LDL to a level greater than or equal to the COP LSL.

	Log
	Log all actions taken as necessary.

	Generation Resource Shut-down/Start-up Process

	NOTE
	ERCOT’s preferred methodology for moving a generator output down to a state suitable for de-synchronization:

· All A/S Responsibility assigned to the Resource must first be moved to other Generation Resources,
· Generation Resources are expected to be on normal SCED control until reaching no greater than 110% of the units normal LSL before changing status to “ONTEST”.  This can be accomplished by the QSE doing one of the following:
· Allow SCED to move the unit down to LSL by normal dispatch;
· The QSE may telemeter the unit’s HSL=LSL in order for SCED to move the unit to LSL at normal ramp rate; then when at or below 110% of LSL, the QSE changes the unit status to “ONTEST” for shut-down.

	Telemetry Issues that could affect SCED and/or LMPs

	Not Dispatchable to SCED
	REVIEW REFERENCE DISPLAY:

EMS Applications>Generation Control>Resource Limit Calculation>RLC Unit Input Data and RLC Unit Output Data
WHEN:

· A QSE has telemetered more A/S on a specific Resource that is greater than their HSL, OR
· A Resource is generating more than their telemetered HSL; 
THEN:

· SCED will set the HDL=LDL=MW making the Resource undispatchable,
· Request the QSE to make corrections to their telemetry (Resource status, Resource limits, A/S responsibilities, etc)

	Market Participant Over-ride
	IF:

· Market Participant cannot fix the issue in a timely manner;
THEN:
· Ask the Market Participant to over-ride the bad telemetry.

	Market Participant unable to Override
	IF:

· For some reason, the Market Participant cannot over-ride the bad telemetry;
THEN

· Request the Shift Engineer to over-ride the bad telemetry,
· Manually run SCED, if needed.  


5.1
Market Notices

Procedure Purpose: Guidelines for issuing Emergency Conditions and the four possible levels: Operating Condition Notices (OCN), Advisories, Watches, and Emergency Notices.
	Protocol Reference

	6.3.2(3)(a)(i)(ii)
	6.5.7.1.10(3)(c)
	6.5.9.2(1)
	6.5.9.3

	
	6.5.9.3.1
	6.5.9.3.2
	6.5.9.3.3
	6.5.9.3.4

	
	3.1.4.6(2)
	6.3.3
	3.1.4.7(1)
	

	Guide Reference

	4.2.1
	4.2.2
	4.2.3
	4.2.4

	
	
	
	
	

	NERC Standard
	COM-002

R2
	EOP-001

R4.1
	IRO-005-2
R1.10
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	Step
	Action

	OCN

	1
	As directed by the Shift Supervisor or when appropriate, issue an Operating Condition Notice (OCN).  The OCN can be issued for any of the following reasons or to obtain additional information from Market Participants.
· There is a Projected Reserve Capacity Shortage that could affect System Reliability and may require more Resources.
· When cold weather is 5 days away when temperatures are forecasted to be in between 20°F and 26°F and the maximum temperature is expected to remain 32°F or below in three or more Weather Zones in the ERCOT Region

· When severe cold weather is 5 days away and when temperatures are forecasted to remain between 20°F and 26°F or below in five or more Weather Zones in the ERCOT Region

· When an approaching Hurricane / Tropical Storm is approximately 5 days away.  
· Unplanned Transmission Outages that may impact System Reliability.
· When adverse weather conditions are expected, ERCOT may confer with TOs and QSEs regarding the potential for adverse Reliability impacts and Contingency preparedness.

	Advisory

	1
	As directed by the Shift Supervisor or when appropriate, issue an Advisory.  The Advisory can be issued for any of the following reasons or to obtain additional information from Market Participants.
· When an approaching Hurricane / Tropical Storm is approximately 3 days away.  
· When cold weather is 3 days away when temperatures are forecasted to be in between 20°F and 26°F and the maximum temperature is expected to remain 32°F or below in three or more Weather Zones in the ERCOT Region.

· When severe cold weather is 3 days away and when temperatures are forecasted to remain between 20°F and 26°F or below in five or more Weather Zones in the ERCOT Region.

· When conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term Operating Reliability.
·  In such circumstances ERCOT may exercise its authority to increase Ancillary Service requirements above the quantities originally specified in the Day-Ahead Market (DAM) in accordance with ERCOT Procedures.
· When weather or conditions require more lead-time than the normal Day-Ahead Market (DAM) allows.
· Transmission System conditions are such that operations within first contingency criteria are not likely or possible due to Forced Outages or other conditions.
· Loss of communications or a control condition is anticipated or significantly limited.
· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request.

	Watch

	1
	As directed by the Shift Supervisor or when appropriate, issue a Watch.  The Watch can be issued for any of the following reasons or to obtain additional information from the Market Participants.
· A projected reserve capacity shortage is projected with no market solution available that could affect System Reliability. Available RMR resources will be committed during the HRUC study.

· When an approaching Hurricane / Tropical Storm is approximately 1 day away.  

· When cold weather is 1 day away when temperatures are forecasted to be in between 20°F and 26°F and the maximum temperature is expected to remain 32°F or below in three or more Weather Zones.

· When severe cold weather is 1 day away and when temperatures are forecasted to remain between 20°F and 26°F or below in five or more Weather Zones.
· When temperatures are forecasted to be 103°F or above in the North Central and South Central weather zones or when temperatures are forecasted to be 94°F or above in the North Central and South Central weather zones during the following months (October – May).
· A Transmission condition has been identified that requires Emergency Energy from any of the CFE DC-Ties.
· Conditions have developed that require additional Ancillary Services in the Operating Period.
· Insufficient Ancillary Services or Energy Offers in the DAM or in SASM.
· Market-based Congestion Management techniques embedded in SCED will not be adequate to resolve Transmission Violations.
· Forced Outages or other abnormal operating conditions have occurred, or may occur that would require Operations with active Transmission Violations.
· The need to immediately procure Ancillary Services from existing offers.
· ERCOT may instruct TOs to reconfigure ERCOT System elements as necessary to improve the Reliability of the ERCOT System.
· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request.
· ERCOT varies from time-line for DAM/DRUC.

	Emergency Notice

	1
	As directed by the Shift Supervisor or when appropriate, issue an Emergency Notice.  The Emergency Notice can be issued for any of the following reasons or to obtain additional information from Market Participants.
· SCED fails to reach a solution
· Loss of Primary Control Center functionality
· Load Resource deployment for North-Houston voltage stability 
· ERCOT cannot maintain minimum Reliability Standards during the Operating Period utilizing every Resource practically obtainable from the Market
· ERCOT forecasts an inability to meet applicable Reliability Standards and has exercised all other reasonable options
· A Transmission condition has been identified causing unreliable Operation or overloaded elements
· A Single Severe Contingency event presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to load, and/or overload of critical transmission elements for which no practicable Resource solution exists
· ERCOT has determined a fuel shortage exists that would affect Reliability
· ERCOT varies from timing requirements or omits Day-Ahead or Adjustment Period and Real-Time procedures (HRUC/SCED)
· When cold or severe cold weather is in the ERCOT Region and it is beginning to have an adverse impact on the ERCOT System.


	Scripts

	Hotline
	Communications must specify the severity of the situation, the area affected, the areas potentially affected, and the anticipated duration of the Emergency Condition.

Notify QSEs:
Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing a [state Notice type] for [state reason].  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Post
	· All notices must be posted on MIS Public utilizing Notice Builder.
· For “free form” messages, the “Notice Priority” will be specified as follows:
· Operational Information/OCN type messages – low priority
· Advisory/Watch type messages – medium priority
· Emergency type messages – high priority

	Log
	Log all actions taken.


6.3
Severe Cold Weather
Procedure Purpose: To ensure ERCOT and Market Participants are prepared for severe cold weather operations.
	Protocol Reference
	6.5.9.3
	6.5.9.3.1
	6.5.9.3.2
	6.5.9.3.3

	
	6.5.9.3.4
	
	
	

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	
	
	
	
	

	NERC Standard
	COM-002-2

R2
	EOP-001-0

R4.1
	IRO-005-2

R1.10
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	Step
	Action

	NOTE


	Severe cold weather notifications are called when temperatures are forecasted to remain between 20°F and 26°F or below in five or more Weather Zones in the ERCOT Region. 

	OCN
	When approaching severe cold weather is up to 5 days away.
Using the Hotline, issue an OCN to all QSEs:
Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name]. At [xx:xx], ERCOT is issuing an OCN for a severe cold weather system approaching in the next 5 days with temperatures anticipated to remain between  20°F and 26°F or below in five or more Weather Zones in the ERCOT Region.
QSEs are instructed to:
· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,
· Review Planned Resource outages and consider delaying maintenance or returning from outage early,
· Review weatherization and emergency operating procedures and notify ERCOT of any changes or conditions that could affect system reliability. 
ERCOT will continue to monitor the severe cold weather system. [QSE] please repeat this back to me.  That is correct, thank you.”

	Advisory
	When approaching severe cold weather is 3 days away:

Using the Hotline, issue an Advisory to all QSEs:
Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing an Advisory for the severe cold weather system approaching in the next 3 days with temperatures anticipated to remain between 20°F and 26°F or below in five or more Weather Zones in the ERCOT Region.
QSEs are instructed to:
· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,
· Review Planned Resource outages and consider delaying maintenance or returning from outage early,
· Review weatherization and emergency operating procedures and notify ERCOT of any changes or conditions that could affect system reliability.
ERCOT will continue to monitor the severe cold weather system. [QSE] please repeat this back to me.  That is correct, thank you.”

	Watch
	When approaching severe cold weather is 1 day away:

Using the Hotline, issue a Watch to all QSEs:
Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing a Watch for the severe cold weather system approaching tomorrow. Temperatures are expected to remain between 20°F and 26°F or below in five or more Weather Zones in the ERCOT Region.
QSEs are instructed to :
· Make available, any Resources that can be returned to service and keep COPs and HSLs updated,  
· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,
· Prepare for higher than usual loads and the possible need for additional Ancillary Services,
· Review weatherization and emergency operating procedures and notify ERCOT of any changes or conditions that could affect System Reliability.
ERCOT will continue to monitor the severe cold weather system. [QSE] please repeat this back to me.  That is correct, thank you.”

	Emergency

Notice
	When severe cold weather is in the ERCOT Region and is beginning to have an adverse impact on the ERCOT System:

Using the Hotline, issue an Emergency Notice to all QSEs:
Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name]. At [xx:xx], ERCOT is issuing an Emergency Notice, the severe cold weather system is in the ERCOT Region with temperatures between 20°F and 26°F or below in five or more Weather Zones in the ERCOT Region. The frigid temperatures are beginning to have an adverse impact on the ERCOT System such as [state what the adverse impacts are], 
QSEs are instructed to:

· Make available any Resources that can be returned to service and keep COPs and HSLs updated,
· Review fuel supplies and notify ERCOT of any known or anticipated fuel restrictions,
· Notify ERCOT of any changes or conditions that could affect System Reliability.
ERCOT will continue to monitor the severe cold weather system. [QSE] please repeat this back to me.  That is correct, thank you.”

	Post
	Coordinate with the Transmission & Security Operator for the posting of the notices on  MIS Public using Notice Builder.

	Cancel

Posting
	Coordinate with the Transmission & Security Operator for the cancelation of the postings on MIS Public.

	Log
	Log all information in the Operator logs and notify the Shift Supervisor of any issues.
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Updated step 3 in SCED Failure, step 4 in RLC Failure, Note in LFC (AGC) Failure and step 2 in EMS (LFC and RLC/SCED Failure

Updated step 3

Updated step Capacity Shortage

Added new procedure

Updated Watch and Emergency Notice

All step 1’s
	March 25, 2011
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	Added steps and updated whole procedure 

Added new step to Maintain System Frequency and updated Response to High Frequency & Response to Low Frequency
Updated steps 2, 3, 5 in SCED Failure; steps 2, 3, 4, 6 in RLC Failure; steps 1, 3 in LFC (AGC) Failure; steps 2, 5 in EMS (LFC and RLC/SCED) Failure
Updated NERC Recovery Criteria, step 1 & 4
Updated 1st script

Updated step 1 in Watch and Emergency Notice and step Post
Updated 1st and 2nd script in Restore Firm Load, Updated 1st in Move From EEA Level 3 to EEA Level 2B
Updated step 3
	April 22, 2011
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	Updated step NERC Recovery Criteria

Updated all step 1’s

Updated step 1 in Implement EEA Level 1, step 1 in Implement EEA Level 2A, added note and updated step 2 in Implement EEA Level 2B, step 1 in Implement EEA Level 3
Updated all step 1’s

Updated all steps 
Added new procedure
Updated section number and all steps
Updated section number and all steps
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	Added step If EBPs are needed”, updated step IF EBPs are needed and W-N was Active before site failover started

Added step Hydro, updated step Frequency Deviations 

Updated step Watch

Updated all steps 

Updated 1st note, step 1 in EEA level 1 & 2A

Updated step 1 in Move for EEA level 1 to 0

Added Market Participant Backup Control Center Transfer procedure
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	Updated step Monitor, 15 minutes, 20 minutes and 25 minutes in Response to High Frequency 

Updated step 2 in LFC Failure, step 4 & 5in EMS Failure

Updated step Capacity Surplus

Updated step 2 in Workflow Controller Messages
Added new procedure “Extreme Hot Weather”

Changed section number
	August 3, 2011
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	Updated step Hotline Call
Updated NERC Standard reference table

Added projected reserve capacity shortage and Extreme Hot Weather in Watch
Updated step 1 in Advisory & Watch

Updated 2nd Note, step 1 in Implement EEA 1, step Media Appeal & 1 in Implement EEA 2A, 1st Note & step 2 in Implement EEA 2B
Added Note to Move From EEA 3 to EEA 2B and Move From EEA 2A to EEA 1

Updated temperature from 102 to 103

Updated 4th note and step 1
	September 1, 2011
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	Updated SCED Failure step 2 and 3, RLC Failure step 3 and LFC (AGC) Failure step 3

Combined EEA 2A & B per NPRR 379

Combined EEA 2 A & B per NPRR 379
	October 1, 2011
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	Updated script for LFC and EMS Failure
	November 1, 2011
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	Added step Review
Updated “Site Failover with W-N Active”
Added Note to Large Resource Trips or Runbacks
Updated Post in “Scripts”
Updated “OCN” and “Advisory” 

All procedures in this manual have been reviewed.
	December 15, 2011
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