	



Power Operations Bulletin # 567
ERCOT has posted/revised the Shift Supervisor Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
3.7
Monitoring Transmission Congestion
Procedure Purpose:  Monitoring transmission congestion to ensure ERCOT remains in a secure state..
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	Step
	Action

	


	

	TCM
	Ensure all contingency overloads are being managed effectively.

	LMP
	Monitor the real-time LMP map:
IF:

· Any LMP appears unreasonable;
THEN:

· Ensure Shift Engineer is aware, and
· Transmission congestion is solvable and not being over-constrained.


7.2
EEA Implementation Checklist

shift Supervisor – EEA IMPLEMENTATION Check List
	Time
	Action
	Comment

	
	Administrative tasks applicable to each step:
	

	
	· Hotline calls made
	

	
	· NXT System activated
	

	
	· Phone calls made to Executive Team
	

	
	· MIS message posted
	

	
	· SPP RC Notified
	

	
	· RCIS Posting
	

	
	EEA  Level 1 Implementation 
	PRC <2300 MW

	
	· Non-Spin deployed
	

	
	· Resource testing suspended
	

	
	· Online RMRs loaded to full output
	

	
	· Emergency Energy procedures implemented across CFE DC-Ties
	

	
	· EEA 1 Schedule requested across SPP DC-Ties
	

	
	· RUC VDIs issued, as appropriate 
	

	
	EEA  Level 2 Implementation 
	PRC <1750MW

	
	· Load Resources deployed and/or EILS
· Block 1 (<1750MW)
· Block 2 (as needed)
· Both (<1375MW)
· Settlements VDI issued
	

	
	· EILS deployed and/or Load Resources
	

	
	· Emergency Energy Procedures implemented across SPP DC-Ties
	

	
	· TOs notified of Load Resource deployment
	

	
	· Distribution voltage reduction, as appropriate
	

	
	· Verify with Manager that appeals for voluntary energy conservation through the public news media are enacted
	

	
	· RUC VDIs issued, as appropriate
	

	
	EEA  Level 3 Implemention
	Unable to maintain Freq at 59.8 Hz.

	
	· Firm Load shed ordered (100 MW blocks)
	

	
	· QSEs notified of Firm Load shed
	

	
	· Load shed achieved
	


10.2

EMMS and Interface System Failures

Procedure Purpose: Provide guidance to the Shift Supervisor for coordinating with the ERCOT IT Help Desk if critical functions or systems fail such that system operators and/or participants are precluded for performing and complying with their obligations and therefore jeopardizing the security of the system.
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	Step
	Action

	1
	If any Control Room computer systems (ICCP, Web Portal, MIS, or API) events, failures, or incidents that affect normal operations occur,

· DETERMINE criticality and impact to the reliability to the grid,
· CONTACT the ERCOT Help Desk immediately from the Supervisor Help Desk button on the Turret Phone or extension 6804.
If necessary, contact the on-call IT person first then contact the Help Desk.

	NOTE
	For a complete EMMS failure, see Real-Time Procedure Section 3.2, EMS Failure.

	2
	IF:
· Any of the aforementioned systems fail and are effecting ERCOT systems or multiple Market Participants and will be unavailable for longer than 15 minutes;
THEN:

· Notify market participants of the problem and expected duration via Hotline,
· Request additional assistance from other support staff.

	3
	When the problem is resolved, Notify all participants via Hotline of the problem resolution.

	Log
	Log the following:

· Date
· Time of event
· Description of system alarms, events, failures, or incident
· Actions taken and resolution
· Time of system or function restoration

	Data and/or Voice Communication Failures

	1
	Notify the Help Desk of the loss and REQUEST assistance to re-establish voice and/or data communications.

· Telecommunications group will be responsible for voice communications.
· EMMS Production group will be responsible for data communications  

	2
	Use back-up communications if needed such as the Control Room cell phone, Standalone Satellite phone or the PBX Bypass phones to maintain communications with the other control room, TOs, QSEs, SPP and any other entities as needed.  The list of phone numbers is located in the Phone Book at Shift Supervisor’s Desk and also programmed into the cell phone.

	3
	IF the criticality and impact of events or failures is such that Market Participants are, or will be affected before the problem can be resolved, 

THEN:

· Instruct ERCOT System Operator to NOTIFY the other ERCOT Control Room and all market participants via Hotline of the problem and expected duration.  If Hotline is unavailable utilize any of the following methods: 
· Control Room cell phone, PBX Bypass phones, or Standalone Satellite phone.
· REQUEST additional assistance from other support staff, as needed.  

	NOTE
	Steps 4 & 5 may be performed in any order.

	4
	RECORD the following in the shift log:

· Date
· Time of event
· Description of events, failures, or incident
· Actions taken and resolution
· Time of system or function restoration

	5
	When the problem is resolved, NOTIFY all participants via Hotline of the problem resolution.

	Dynamic Rating, SCED Status, EMBP, SE, RTCA or RLC Alarms 

	NOTE
	· Normal status for the Dynamic Rating, SCED Status, EMBP, SE, RTCA and RLC Status is indicated by each status box constant green on the “ERCOT & QSE Summary Page” in the PI system.
· Failure of the PI server is indicated by abnormal status of Dynamic Rating, SE and RLC, accompanied by the PI system “flat-lining”
· Dynamic Rating, SE and RLC status boxes flashing red AND PI flat-lining may indicate failure of the EMS.

	Monitor
	PERFORM the following as applicable to the indicated conditions:

· IF only the Dynamic Ratings status box is flashing red, CONTACT the ERCOT Help Desk
· TELL them the Dynamic Rating Alarm status in Processbook is flashing red and the dynamic ratings are not being sent to the SCADA in the EMS. 
· REQUEST they notify the on-call EMMS Production person of the situation. 
· IF only the RLC status box is flashing yellow/red, CONTACT the ERCOT Help Desk
· TELL them the RLC Alarm status in Processbook is not green 
· Greater than 5 minutes but less than 10 minutes turns - Yellow

· Greater than 10 minutes turns - Red

· DIRECT them to notify the on-call EMMS Production person of the situation.
· IF only the SCED Status box is flashing red,
· Follow the Managing SCED Failures in the Real Time Desk Procedure.
· If SCED failure can’t be resolved CONTACT the ERCOT Help Desk and DIRECT them to notify the on-call EMMS Production person of the situation. 

· IF only the EMBP box is flashing red, 
· Determine the reason Emergency Base Point are being issued,

· Remove the Emergency Base Point flag when condition allow,

· If EMBP can’t be resolved CONTACT the ERCOT Help Desk and DIRECT them to notify the on-call EMMS Production person of the situation.
· IF only the SE status box is flashing red, CONTACT the ERCOT Shift Engineer
· TELL them the SE Alarm status in Processbook is flashing red
· IF only the RTCA status box is flashing yellow or red, CONTACT the ERCOT Shift Engineer
· RTCA executes every 5 minutes, if RTCA doesn’t complete within the desired threshold the display changes colors
· Greater than 7 minutes but less than 10 minutes turns - Yellow
· Greater than 10 minutes turns - Red
· TELL them the RTCA Alarm status in Processbook is flashing yellow/red

	Building Security and Fire Alarms

	NOTE
	The Shift Supervisor or designee will ensure staff members adhere to emergency evacuation procedures and evacuate all team members from the Control Room if an emergency evacuation is required.

	1
	IF:

· Building security or fire alarm sounds,
THEN:

· Contact Security’s Emergency Number if Security has not already made communications with the Control Room.

	2
	IF:

· It is determined it is a drill,
THEN:

· Retrieve the ‘orange’ bag for the employee roster,
· Account for each operator by marking them present and return form to Security staff at front desk (if able).
IF:

· If unable to return roster in a reasonable timeframe,
CONTACT:

· Security and request them to retrieve roster during the next patrol.

	3
	IF:

· Control Room personnel are in danger or ordered to be evacuated,
THEN:

· Transfer control of the Grid to the Alternate Control Center (see “Loss of Primary Control Center Functionality” procedure Section 4.1 in the DC Tie Desk Procedure),
· Request additional assistance from other support staff,
· Evacuate the Control Room to a safe area for Zone #1,
· Retrieve the ‘orange’ bag for the employee roster,
· Account for each employee by marking them present at the rally point.

	4
	Notify the Manager, System Operations or designee as soon as practical.

	Failure of the Emergency Generator

	1
	If the Facilities emergency generator fails to start, you will be notified by the Facilities Staff.

	2
	If the Facilities Staff or the Shift Supervisor determines that it will be more than 20 minutes before the emergency generator can be started, the Shift Supervisor may consider initiating the “Loss of Primary Control Center Functionality” procedure.

	3
	The Shift Supervisor or his/her delegated representative should notify the Manager, System Operations that the controls have been transferred to the other control center.

	4
	REQUEST additional assistance from other support staff as needed.

	NOTE
	See section 2.1 of the Desktop Guide: Emergency Communication/

Notification Guidelines.
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