Power Operations Bulletin # 563
ERCOT has posted/revised the DC Tie Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
4.6

Loss of Primary Control Center Functionality
Procedure Purpose: To be performed by the Operator at the alternate Control Center (ACC) in the event that:

· Functionality of the Primary Control Center (PCC) is lost OR
· Communication with the PCC is lost 
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	Step
	Action

	Contact Security
	IF:

· Unable to reach any Operator at the PCC (cell phone or PBX Bypass phones);
THEN:

· Check the Control Room video camera to determine the status of the PCC and personnel,
· Contact Security at the ACC

· Notify them of the situation AND
· Have them attempt to make contact with Security at PCC.

· Have them contact you with information acquired OR
IF:

· Notified by the PCC that they are evacuating and/or transferring sites;
THEN:

· Continue with procedure.

	Constant

Frequency
	IF:

· The loss of PCC involves the loss of EMS (LFC and RLC/SCED;
THEN:

· Determine which QSE has ample Capacity to place on Constant Frequency Control. (REFERENCE Display: EMP Applications>Generation Area Status>Nodal Operational Status>Resource Limits Data)
· Direct that QSE to go on “Constant Frequency”, by issuing an electronic VDI
· Choose “OPERATE AT CONSTANT FREQUENCY” as the Instruction Type from QSE Level
· Place ERCOT AGC into “Monitor” mode.

	QSE

Hotline
Call
	Hotline call for EMS (LFC and RLC/SCED) failure:

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]; at [xx:xx], ERCOT is issuing an Emergency Notice due to loss of primary control center functionality, LFC and SCED failure.  ERCOT has put a QSE on constant frequency.  All remaining QSEs should hold their Resources to their current output level until instructed by ERCOT.  ERCOT may issue unit specific deployments to any Resources as required. Direct all urgent phone calls thru the [Bastrop][Taylor] OPX. [Select QSE], “Please repeat this back for me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

Hotline call with systems functional:

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]; at [xx:xx], ERCOT is issuing an Emergency Notice due to the loss of primary control center functionality and is transferring operations to the alternate control center.  Direct all urgent phone calls thru the [Bastrop][Taylor] OPX.  All ERCOT systems are functioning at this time.  HRUC will be delayed until additional staffing arrives and Day-Ahead Market functions may be delayed” [Select QSE], “Please repeat this back for me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

	TO
Hotline

Call
	Hotline call for EMS (LFC and RLC/SCED) failure and if Systems are functional:

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back. This is ERCOT operator [first and last name]; at [xx:xx], ERCOT is issuing an Emergency Notice due to the loss of primary control center functionality and is transferring operations to the alternate control center.  Please monitor your own service area and notify ERCOT if you reach the normal rating of your transmission elements.  Report when West - North  stability limit or the North – Houston stability limit power flows reaches 80% of the last posted limit.  Continue to monitor voltages in your area and notify ERCOT of any forced line operations.  Direct all urgent phone calls thru the [Bastrop][Taylor] OPX.  [Select TO], Please repeat this back for me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

	Nuclear

Plants
	If systems are NOT functional:

Notify the appropriate Nuclear Plants QSE and inform them that they should notify the Resource that ERCOT has issued an Emergency Notice and RTCA and State Estimator is not functional.  This is expected to last for approximately 1 hour.

If systems are functional:

Notify the appropriate Nuclear Plants QSE and inform them that they should notify the Resource that ERCOT has issued an Emergency Notice and is currently operating with one operator and RTCA results will not be viewed in a timely manner.  This is expected to last for approximately 1 hour.

	MIS
Posting
	As time permits, post the Emergency Notice in the Public MIS using Notice Builder.

	Call in Additional Operators
	Activate the NXT scenario to call in additional shift personnel, which includes a Shift Supervisor. 

 SELECT:

· SO Loss of Control Room at Taylor, OR;

· SO Loss of Control Room at Bastrop.

Operator will receive an email after 10 minutes with a report of who has responded along with their estimated time of arrival.

	Additional Notifications
	Manager of System Operations and/or designee will notify the following:
· Help Desk (to notify EMMS Support and Telecommunications)

· Engineering Support

These phone numbers are also programmed into the control room cell phone.

	Monitor Critical Facilities
	Potential critical facilities will be apparent to the Operator by notification from TOs based on the information ERCOT has requested within the Hotline Call instructions.

Critical facilities will be those that show up in RTCA.

ERCOT considers the list of critical facilities to be the contingencies posted on the MIS.
Select: Grid>Generation>Reliability Unit Commitment>Standard Contingency List’

Select “Standard Contingency List” Open the zip file>Open the CIM file>Select the Standard_Contingency_List tab and view the contingencies.

	Respond to QSEs
	If systems are NOT functional:

IF:

· The QSE that is put on constant frequency is having trouble controlling frequency;
THEN:

· Issue unit specific VDIs to other QSEs to help with Regulation,
· Choose “ OTHER FOR RESOURCE” as the Instruction Type from Resource level

 OR
· Put a different QSE on constant frequency (Remember to take the first QSE off constant frequency).

If systems are functional:
Monitor frequency and re-run SCED/use (manual offset) as needed.

IF:

· QSEs call in with questions about RUC;
THEN:

· Notify the QSE that the RUC functions will resume when additional staff arrive,
· Document QSE calls to pass along the appropriate Operators as they arrive.

	Respond to TOs
	IF:

· TOs call in to report the following:

· Thermal limits have reached their continuous rating,

· West-North stability limit has reached 70% of its limit,

· North-Houston stability limit has reached 90% of its limit,

THEN:

· Take immediate action, as listed below, for thermal limits and stability limits,

	Stability Limits (IROL)
	IF:

· The West-North stability limit is approaching 70% and is continuing to trend upward,

· The North-Houston stability limit is approaching 90% and is continuing to trend upward;
THEN:

· Take immediate action to lower Wind Generation in the west by activating the west-north if systems are functional, OR
· Issue unit specific VDIs as necessary to relieve the congestion,
· Choose “ OTHER FOR RESOURCE” as the Instruction Type from Resource level

· If VDIs are issued, monitor QSE on constant frequency

	Thermal Limits Reached (SOL)
	IF:

· Thermal limits have reached their continuous rating and are continuing to trend upward, 

THEN:

· Seek a recommendation from the corresponding TO as to what actions will alleviate the situation,
· Issue unit specific VDIs as necessary,
· Choose “COMMIT/DECOMMIT” as the Instruction Type from Resource level

· Continue to monitor to determine the effect of the plan.

	DC Tie Tags
	Make every attempt to handle all DC Tie tags.

If the workload makes it impossible to keep up with, the tags will be passively denied.

	Log
	Make log entry of events.
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