Power Operations Bulletin # 562

ERCOT has posted/revised the Transmission and Security Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
3.3
Analysis Tool Outages
Procedure Purpose: To ensure SOLs and IROLs are monitored.
	Protocol Reference
	
	
	
	

	
	
	
	
	

	Guide Reference
	
	
	
	

	
	
	
	
	

	NERC Standard
	IRO-002

R8, R9
	IRO-008-1

R2
	NUC-001
	TOP-004

R4
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	Revision: 4
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	Step
	Action

	NOTE
	The Reliability Coordinator must ensure SOL and IROL monitoring continues if analysis tools are unavailable.  The analysis tools needed are:

· State Estimator

· RTCA

· VSAT

Real-Time Assessments must be performed at least once every 30 minutes to determine if any IROLs are exceeding or are expected to exceed its limit

	1
	IF:

· RTCA or the State Estimator has not solved within the last 10 minutes, 
THEN:

· Notify Shift Engineer,

· Refer to Section 3.1 of the Desktop Guide and run through the checklist, 
· Request Shift Engineer to calculate limits manually if EMS will be unavailable for an extended period of time.

	2
	If RTCA or the State Estimator has NOT solved within the last 15 minutes or ERCOT ISO has experienced a critical failure of its EMS: 

Make a Hotline call to issue an Advisory to the TOs:

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name], ERCOT’s RTCA and State Estimator have not solved in the last 15 minutes.  Please monitor your own service area and notify ERCOT if you exceed the normal rating of your transmission elements.  Report West - North and North – Houston stability limits if power flows reach 70% of their respective limits.  Continue to monitor voltages in your area and notify ERCOT of any forced line operations.”  [Select TO], “Please repeat that back for me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

	3
	Notify the appropriate Nuclear Plant’s QSEs and inform them that ERCOT’s RTCA is not function and is expected to be functional within approximately [# minutes].

	4
	Post Advisory message on MIS Public using Notice Builder.

	5
	Once RTCA and State Estimator are operational:

Make a Hotline call to cancel the Advisory to the TOs:

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name], at [xx:xx], ERCOT’s RTCA and State Estimator are functioning and we are back to normal operations.  [Select TO], “Please repeat that back for me.”

If the repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

	6
	Notify the appropriate Nuclear Plant’s QSEs to inform them that RTCA is now functional.

	7
	Cancel Advisory message on MIS Public using Notice Builder.

	8
	If VSAT has not solved within 1 hour:

· Manually run VSAT,
· If no results, notify Shift Engineer,
· If RTMONI is unavailable, the last good value will be recorded in PI or on the website. 
If transmission outages start/end during the failed period, refer to Operations Engineering Day-ahead limits which incorporate outage analysis.  

	9
	Make log entry of events.


4.2
Closely Monitored SOLs
Procedure Purpose: To identify SOLs that should be closely monitored.
	Protocol Reference
	6.5.7.1.10 (3)
	6.5.9(1)
	
	

	
	
	
	
	

	Guide Reference
	
	
	
	

	
	
	
	
	

	NERC Standard
	EOP-001-0

R3.2, R4.2
	FAC-011-2

R1, R3
	IRO-002-1

R6, R8
	IRO-003-2

R1

	
	IRO-005-2
R1.2, R1.3, R1.7, R3, R5, R9, R16, R17
	IRO-009-1

R4
	TOP-002-2

R10
	TOP-004-2

R1, R6, R6.6
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	Step
	Action

	NOTE
	Although the steps within the procedure are numbered, the numbering is for indexing purposes and are not sequential in nature.  The system operator will determine the sequence of steps, or any additional actions required to ensure system security.

	NOTE
	IF SE results indicate and/or RTCA predicts any of the below conditions on the 138kV or 345kV system and no SPS (identified as RAS in EMS), RAP, PCAP, TOAP, or MP exists; notify Operations Support Engineers:

· Post contingent rating exceedance in excess of 125% of the SOL of the monitored facility (2-hour or Emergency Rating)

· Basecase exceedance exist in the State Estimator greater than 100% of the SOL of the monitored facility (Continuous or Normal Rating)

· An unsolved or divergent contingency is present 

· Under-voltage condition characterized by bus voltages of less than 90% across three or more related BES facilities

· Over-voltage condition greater than 110% across three or more BES facilities

	1
	IF:

· SCED is unable to resolve congestion and leading into an insecure state;
THEN:

· Confirm that pre-determined relevant RAPs are properly modeled in the system,
· Deactivate non-cascading contingency overload/constraints in TCM on the CAM display to remove from the SCED process, 

· Notify Resource Desk Operator if this caused “undeliverable” or “stranded” Ancillary Services,

· Contact Shift Engineer to develop a Mitigation Plan, and

· If all other mechanisms have failed, continue to step 2.

	2
	IF:

· Still heading into an insecure state;
THEN:

· Notify Resource Desk Operator if action caused “undeliverable” or “stranded” Ancillary Services if necessary,
· Declare a Transmission Watch until Mitigation Plan is received,
· Make a Hotline call and post Watch message on MIS Public using Notice Builder.

	3
	If Operations Support Engineer determines this to be an IROL after conducting offline studies.  They will provide an IROL Tv (minutes).

	4
	The IROL exceedance must be relieved without delay and within the IROL Tv (minutes) by taking action or directing other entities to take actions.

	5
	If Operations Support Engineer determines this to NOT an IROL after conducting offline studies, then continue tacking actions to manage congestion until a Mitigation Plan can be completed or the SOL exceedance is returned to within the limit.

	6
	Make log entry:
· Facility Rating violation being treated as a closely monitored SOL, 

· All actions implemented 


7.2
Implement EEA Levels
Procedure Purpose:  To provide for maximum possible continuity of service while maintaining the integrity of the ERCOT system to reduce the chance of cascading outages.

	Protocol Reference

	6.5.7.6.2.2
	6.5.9.1(3)
	6.5.9.4
	6.5.9.4.1

	
	6.5.9.4.2
	
	
	

	Guide Reference

	4.5.3
	4.5.3.1
	4.5.3.2
	4.5.3.3

	
	4.5.3.4
	
	
	

	NERC Standard
	COM-002-2
R2
	EOP-001-0
R3.1, R3.3, R5
	EOP-002-2.1
R1, R2, R4, R6.1, R6.2, R6.4, R6.6,  
	IRO-005-2
R1.5
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	Step
	Action

	NOTE
	· IF frequency falls below 59.8 Hz, ERCOT CAN immediately implement EEA 3.

· IF frequency falls below 59.5 Hz, ERCOT SHALL immediately implement EEA 3.

	NOTE
	· Public media appeals may be enacted prior to EEA as deemed necessary by the Shift Supervisor. When a media appeal for voluntary energy conservation is enacted, QSEs should be notified via Hotline call (see 2b for typical script).

· Confidentiality requirements regarding transmission operations and system capacity information will be lifted, as needed to restore reliability.

	Implement EEA Level 1

	1


	IF:

· PRC falls < 2300 MW; 

THEN:

· Using the Hotline, notify all TOs to implement EEA 1. 

Typical Script: 
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name]; at [xx:xx], ERCOT is declaring EEA 1 due to Physical Responsive Capability is below 2300 MW. [TO] please repeat this back to me.  That is correct, thank you”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	· Relax transmission constraints to provide additional generation at the expense of temporarily creating a security violation as long as the violation does not physically overload any single Transmission Element above its emergency rating.

	3
	Verify and log that all measures have been implemented.

	Implement EEA Level 2

	1

	IF:

· PRC falls < 1750MW;
THEN:

· Using the Hotline, notify all TOs to implement EEA 2 and any measures associated with EEA 1, if not already implemented. 
· If the energy conservation call has not been made previously, it can be combined with this call (see step Media Appeal below).

Typical Script: 
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 2;

· [Load Resources and/or EILS] have been deployed,
· Reduce customer loads by using distribution voltage reduction measures, if deemed beneficial.

 [TO] please repeat this back to me.  That is correct, thank you”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Media Appeal
	· Unless already in effect, verify with the shift supervisor that the communications group has issued an appeal through the public news media for voluntary energy conservation,  
· Notify TOs, via Hotline, that a media appeal for conservation is in effect.
Typical Script: 
“This is ERCOT Operator [first and last name]; ERCOT has issued an appeal through the public news media for voluntary energy conservation.  Any questions?  Thank you”.

	3
	Verify and log that all measures have been implemented.

	

	
	

	

	
· 

· 





	
	

	Implement EEA Level 3

	1

	IF:

· Unable to maintain system frequency at 59.80 Hz;

THEN:

· Using the Hotline, notify all TOs to implement EEA 3 and any measures associated with EEA 1 and 2, if not already implemented.
Typical Script: 
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 3.  ERCOT is instructing all Transmission Operators to shed their share of [amount] MW.  Transmission Operators are to report to ERCOT when this is complete. [TO] please repeat this back to me.  That is correct, thank you”.
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	Verify and log that all measures have been implemented.


7.3
Restore EEA Levels
Procedure Purpose:  To restore the ERCOT grid to normal state as system conditions warrant while recovering from an EEA event.

	Protocol Reference

	6.5.9.4.3
	
	
	

	
	
	
	
	

	Guide Reference

	
	
	
	

	
	
	
	
	

	NERC Standard
	EOP-001-0 R4.1, R4.4
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	Step
	Action

	Restore Firm Load

	1
	IF:

· Sufficient Regulation Service exist to control to 60 Hz, AND
· PRC is ≥ 1375 MW;
THEN:

· Using the Hotline, notify all TOs of firm load restoration.

Typical Script when only restoring a portion of the firm load: 
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], “at [xx:xx], ERCOT is instructing all Transmission Operators to restore their share of [amount] MW leaving [amount] MW still off.  Report to ERCOT when this task is complete.  [TO] please repeat this back to me.  “That is correct, thank you.”

OR

Typical Script when restoring all firm load: 
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], “at [xx:xx], ERCOT is instructing all Transmission Operators to restore all firm load.  Report to ERCOT when this task is complete.  [TO] please repeat this back to me.  “That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	Verify and log that all measures have been implemented.

	Move from EEA Level 3 to EEA Level 2

	1
	IF:

· Sufficient Regulation Service exist to control to 60 Hz, AND
· PRC is ≥ 1750 MW, AND

· All firm load has been instructed to be restored;
THEN:

· Using the Hotline, notify all TOs of the reduction from EEA 3 to EEA 2:
· Notify the TOs that [Load Resources or EILS] are being restored 
Typical script: 
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is moving from EEA 3 to EEA 2.  [Load Resources or EILS] are being recalled.  [TO] please repeat this back to me.  “That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	Verify and log that all measures have been implemented.

	

	
	
· 
· 
· 

· 
· 




	
	

	Move from EEA Level 2 to EEA Level 1

	1
	IF:

· The System can maintain PRC ≥ 2300 MW AND
· All Load Resources or EILS have been instructed to be restored;
THEN:

· Using the Hotline, notify all TOs of the reduction from EEA 2 to EEA 1 and Load Resources or EILS have been instructed to restore,
· If distribution voltage reduction measures were used, restore
· If BLTs were implemented, restore.

Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is moving from EEA 2 to EEA 1, [Load Resources and/or EILS] are being restored. Distribution voltage measures can be returned to normal, if used.  [TO] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Move from EEA Level 1 to EEA 0

	1
	IF:

· The System can maintain PRC ≥ 2300 MW, AND
· All uncommitted units secured in EEA 1 can be released, AND
· Emergency energy from the DC Ties is no longer needed; 

THEN:

· Using the hotline, notify all TOs of the termination of EEA.

Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is terminating EEA 1, a Watch still remains in effect.  [TO] please repeat this back to me.  “That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Cancel Watch

	1
	WHEN:

· PRC is ≥ 3000 MW, AND
· Non-Spin has been recalled;
THEN:

· Cancel Watch
Typical script:
“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is canceling the Watch for Physical Responsive Capability.  Physical Responsive Capability is now above 2500 MW.  [TO] please repeat this back to me.  That is correct, thank you.”


7.4
Transmission Issues in the Areas of the CFE DC-Ties
Procedure Purpose:  To verify and take corrective action for post-contingency overloads for various conditions.
	Protocol Reference
	3.10.4 (8)
	6.5.1.1
	6.5.3
	6.5.5.2(1)

	
	6.5.7.1.10
	6.5.7.1.11(1)
	
	

	Guide Reference
	
	
	
	

	
	
	
	
	

	NERC Standard
	EOP-001

R1, R4.2
	IRO-002

R6
	IRO-003

R1
	IRO-004

R3

	
	IRO-005-2

R1.2, R1.3, R1.7, R3, R5, R16, R17
	IRO-006

R4
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	Step
	Action

	Transmission Issues within ERCOT

	1
	IF:

· Post-contingencies or unsolved contingencies cannot be corrected with congestion management techniques;

THEN:

· Determine if there are export schedules over the CFE Ties that would help alleviate the situation if curtailed.

IF:

· DC-Tie schedules need to be curtailed immediately, proceed with this step.  If at least 30 minutes can be given proceed to step 2;

THEN:

· Notify the ERCOT DC Tie Operator to curtail the schedule(s), specifying the time and amount,

· Issue a Transmission Watch or Emergency (depending on situation)   

· Make Hotline call 

· Make posting on MIS Public using Notice Builder

· Notify Real-Time Desk to make Hotline call to QSEs

· Notify Shift Engineer to update limit postings on MIS.

Typical Script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing a [Transmission Watch/Emergency] due to a post contingency loss of (name of contingency) overloads (name of overloaded element) resulting in curtailment(s) over the [name] DC-Tie.” [TO] please repeat this back to me.  That is correct, thank you.”

Edit script as needed to fit situation.

	2
	IF:
· At least 30 minute notice can be given (Watch/Emergency is not needed), 

THEN:

· Notify the ERCOT DC Tie Operator to curtail the schedule(s), specifying the time and amount.

	3
	IF:

· No export schedules exist that can help resolve the congestion;

THEN:

· VDI Resources that can correct the issue in the time frame needed,
· Issue a VDI to commit the Resource,

· Choose “COMMIT” as the Instruction Type from Resource level

· See Desktop Guide Section 8.3 for additional information to submit a correct VDI.

	LOG
	Log all actions taken.

	Transmission Issues within CFE

	1
	IF: 

· Notified by AEP TDSP that CFE is in an emergency situation and is requesting emergency energy; 

THEN:

· Determine which DC-Tie(s) and amount being requested,
· Determine or have Shift Engineer determine that sending emergency energy to CFE would not put ERCOT in an insecure state
IF: 

· ERCOT is able to send CFE emergency energy; 

THEN:

· Notify ERCOT DC Tie Operator with information and request they issue a VDI to (AEP TENASKA QSE).

	2
	WHEN:
· Notified by AEP TDSP that CFE no longer is in need of emergency energy;

THEN:

· Notify the ERCOT DC Tie Operator with information.

	LOG
	Log all actions taken.


7.5
Block Load Transfer
Procedure Purpose:  To transfer loads, located in ERCOT to a Non-ERCOT system or from a Non-ERCOT system to ERCOT during emergencies conditions.
	Protocol Reference

	6.5.9.5
	6.5.9.5.1
	6.5.9.5.2
	

	
	
	
	
	

	Guide Reference

	4.4
	
	
	

	
	
	
	
	

	NERC Standard
	EOP-001-0 R3.2, R4.2, R7.2, & R7.4
	
	
	

	
	
	
	
	


	Version:
	1
	Revision:
	4
	Effective Date: October 1, 2011 


	Step
	Action

	NOTE
	· Restoration of service to outage customers using BLT’s will be accomplished as quickly as possible if the transfers will not jeopardize the reliability of the ERCOT Interconnection.

· BLTs that are comprised of looped systems may be tied to the non-ERCOT Control Area’s electrical system(s) through multiple interconnection points at the same time.  Transfers of looped configurations are permitted only if all interconnection points are registered and netted under a single Electric Service Identifier (ESI ID) and represented by a single TSP or DSP or netted behind Non-Opt In Entity (NOIE) metering points.

	ERCOT picks up Load for Non-ERCOT System 

	1
	IF:

· ERCOT is requested to pick up load for CFE or SPP;
THEN:

· Consult with Shift Engineer to ensure no reliability issue exists
· If BLT is registered (refer to Desktop Guide 8.5 Registered Block Load Transfers):
· Issue VDI to the QSE listed (if no QSE listed, no VDI needed)
· If BLT is not registered, proceed to step 2
· Determine the amount of load being transferred into ERCOT

· Issue VDI to QSE (if applicable)
· Choose QSE level tab
· Choose [Proper QSE from Desktop Guide] for Participant Name 

· Choose “OTHER For QSE” for Instruction Type
· In text, state “BLT from SPP/CFE to ERCOT”

· Send e-mail to “BLT” distribution list with information
· Include in e-mail weather BLT is modeled or not

	2
	IF:

· BLT is not registered in ERCOT;

THEN:

· Consult with Shift Engineer to ensure no reliability issue exists
· If no issues, allow the BLT 
· Determine the amount of load being transferred into ERCOT

· Send e-mail to “BLT” distribution list with information
· Include in e-mail that BLT is not registered

· Include in e-mail weather BLT is modeled or not

	3
	IF:

· Congestion management issues that arise from switching variations due to BLT;
THEN:

· Employ Congestion Management procedures,
IF:

· Congestion management cannot maintain the reliability of the ERCOT System,
THEN:

· Terminate the BLT.

	Non-ERCOT System picks up Load for ERCOT

	1
	IF:

· CFE or SPP picks up load for ERCOT;
THEN:

· Consult with Shift Engineer to ensure no reliability issue exists
· If BLT is registered (refer to Desktop Guide 8.5 Registered Block Load Transfers):

· Issue VDI to the QSE listed (if no QSE listed, no VDI needed)
· If BLT is not registered, proceed to step 2
· Determine the amount of load being transferred out of ERCOT

· Issue VDI to QSE if applicable (if applicable)
· Choose QSE level tab

· Choose [Proper QSE from Desktop Guide] for Participant Name 

· Choose “OTHER For QSE” for Instruction Type
· In text, state “BLT from ERCOT to SPP/CFE”
· Send e-mail to “BLT” distribution list with information
· Include in e-mail weather BLT is modeled or not

	2
	IF:

· BLT is not registered in ERCOT;

THEN:

· Consult with Shift Engineer to ensure no reliability issue exists,
· If no issues, allow the BLT, 

· Determine the amount of load being transferred out of ERCOT,

· Send e-mail to “BLT” distribution list with information
· Include in e-mail that BLT is not registered

· Include in e-mail weather BLT is modeled or not

	3
	IF:

· Congestion management issues that arise from switching variations due to BLT;
THEN:

· Employ Congestion Management procedures,
IF:

· Congestion management cannot maintain the reliability of the ERCOT System,
THEN:

· Terminate the BLT.

	NOTE
	If the Alamito Creek (ALMC) to Presidio (PRES) 69 kV transmission line trips, CFE will automatically pick up approximately 2 MW of load on the Presidio/Gonzales BLT.  When AEP TO has informed you that this happened, follow step 1 above. 


9.1
Weekly Hotline Test

Procedure Purpose:  To perform a weekly communications test of the ERCOT Hotline phone system.

	Protocol Reference
	
	
	
	

	Guide Reference
	7.1.3(3)
	
	
	

	NERC Standard
	COM-001-1.1
R2
	EOP-005-1

R5
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	Step
	Action

	NOTE
	In the event of a failure of the Forum Conference Client software, the most recent printout of the Hotline log may be used to perform a manual roll call of TOs.

	NOTE
	Insure all Invalid Hotlines “Lost Souls” are cleared prior to the hotline call.

	1
	Each Monday between 0630 and 1100 test the ERCOT Hotline

	2
	Using the Hotline, notify all TOs of the purpose of the call.

· When QSEs/TOs have answered the Hotline, print Hotline participants and log any issues.  If necessary call participants individually.

Typical Script:
“This is ERCOT Operator [first and last name].  ERCOT is conducting the weekly [TO] Hotline test.  ERCOT is currently at threat alert level [state alert level].  The following notices are currently in effect:

· List OCNs, Advisories, Watches and/or Emergency Notices in effect.

· State “None” if none are in effect.

This ends the test of the ERCOT Hotline.  That is all.”

	3
	Notify the Shift Supervisor of any TO that did not respond to the Hotline test.  The Shift Supervisor and/or the Help Desk may notify the telecommunications department for repairs.
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	January 5, 2011

	2.3

2.4

3.3

4.1

4.3

4.4

4.5

4.6

4.7
6.1
7.1

7.2

7.3 

7.5

8.1

8.2

8.3

9.3
	1.0 / 0

1.0 / 0

1.0 / 1

1.0 / 4

1.0 / 4

1.0 / 2

1.0 / 2

1.0 / 2

1.0 / 1
1.0 / 2

1.0 / 2

1.0 / 1
1.0 / 1

1.0 / 1

1.0 / 1

1.0 / 1

1.0 / 1

1.0 / 1
	Added “Site failovers and Database Loads” as new procedure

Added “Switching Control Center” as new procedure

Updated step 5

Updated scripts, step 1 in “Managing Binding and Exceeding Constraints”, “Reaching Shadow Price Cap” and “Managing Congestion during SCED Failure”
Updated step 2, 3 & 4

Updated scripts

Updated scripts

Added “Manual Commit of a Resource” as new procedure

Updated scripts
Updated scripts

Updated scripts

Updated scripts

Updated scripts

Updated scripts

Updated scripts

Updated scripts

Updated scripts

Deleted procedure
	January 31, 2011

	2.3

4.1

4.6

7.1

7.2
	1.0 / 1

1.0 / 5

1.0 / 3

1.0 / 3

1.0 / 2
	Updated Site Failovers & added W-N Active step
Added Review Planned Outage Notes, Updated all steps in Transmission Issues in the Areas of the CFE DC-Ties and step 1 of SCED not able to Solve Congestion (Reached Max Shadow Price)
Added Posting Manual Actions

Updated Watch and Emergency Notice

Updated step 2 in Implementation of EEA Level 2A
	March 25, 2011

	2.3

3.3

4.1

4.3

4.4

4.5

5.1

6.1

7.1

7.3


	1.0 / 2

1.0 / 2

1.0 / 6

1.0 / 5
1.0 / 3

1.0 / 3

1.0 / 2

1.0 / 3

1.0 / 4

1.0 / 2


	Added steps and updated whole procedure
Updated step 8

Updated Review Planned Outage Notes

Added 1st Note

Updated 1st Note and step VSAT
Updated step Status Change in SPS

Updated Definition in Remedial Switching Action
Updated “PSS & AVR” 2nd note

Updated step 1 in Watch and Emergency Notice and step Post
Updated “Restore Firm Load” and “Move From EEA Level 3 to EEA Level 2B” step 1
	April 22, 2011

	2.3

3.3

4.1

6.1
7.1

7.2

7.3
7.4

8.1

8.2

8.3

8.4

9.1
	1.0 / 3

1.0 / 3

1.0 / 7

1.0 / 4

1.0 / 5

1.0 / 3

1.0 / 3
1.0 / 2

1.0 / 2

1.0 / 0

1.0 / 2

1.0 / 2

1.0 / 1
	Added step Site Failover Complete

Updated step 2

Updated Critical Facilities and step 5 in Post-Contingency Overloads, changed Managing Binding and Exceeded Constraints procedure to Managing Constraints in SCED & updated procedure, deleted SCED not able to Solve Congestion procedure
Updated 2nd Note and step 2 in Voltage Issues

Updated all step 1’s

Updated all step 1’s and deleted Note in Implement EEA Level 2A
Updated all step 1’s 

Updated all steps

Updated all steps
Added new procedure
Changed section number and updated all steps

Changed section name and updated all steps
Updated 1st Note and steps 2 & 3
	June 14, 2011

	4.1

4.5

6.1

7.2

7.3

7.47.5

7.6

10.1


	1.0 / 8
1.0 / 4

1.0 / 5

1.0 / 4

1.0 / 4

1.0 / 1
1.0 / 3

1.0 / 2

1.0 / 1


	Updated 2nd note & step Phase Shifters in Transmission Congestion Management, steps 3, 5 & 7 in Post-Contingency Overloads, Moved Transmission Issues in the Areas of the CFE DC Ties to 7.4 

Updated 1st note, steps SPS Posting and Status Change in Special Protection Systems (SPS) (Identified as RAS in EMS) and Updated all steps in Mitigation Plan (MP)
Updated 2nd note in Power System Stabilizers (PSS) & Automatic Voltage Regulators (AVR)
Updated step 1 in Implement EEA Level 1 and 2A

Updated step 1 in Move from EEA Level 1 to EEA 0

Moved procedure from section 4.1

Changed section number from 7.4 to 7.5

Changed section number from 7.5 to 7.6

Added Market Participant Backup Control Center Transfer procedure
	July 20, 2011

	4.1

4.4

4.6

6.1

8.4

8.5
	1.0 / 9

1.0 / 4

1.0 / 4

1.0 / 6
1.0 / 0

1.0 / 3
	Updated step 5 in Post-Contingency Overloads and step Log in Managing Constraints in SCED

Updated monitor section

Updated step 1’s

Updated step 2 and deleted For HHGT_G-O in Voltage Security Assessment Tool
Added new procedure “Extreme Hot Weather”

Changed section number
	August 3, 2011

	2.4

4.1

4.3

4.4

7.1

7.2

7.3

8.4

9.2
	1.0 / 1

1.0 / 10

1.0 / 6

1.0 / 5

1.0 / 6

1.0 / 5

1.0 / 5

1.0 / 1

1.0 / 1
	Updated step Hotline Call

Updated step 2 in Managing Constraints in SCED

Updated step 2, 4 & 5, added step 3

Added 2nd note

Updated step 1 in Watch

Updated step 2 in Implement EEA Level 1, steps 1 & 2 in Implement EEA Level 2A

Updated the step 1’s

Updated temperature from 102 to 103
Updated 4th Note
	September 1, 2011

	3.3
4.2

7.2
7.3
7.4
7.5
9.1
	1.0 / 4

1.0 / 4

1.0 / 6
1.0 / 6

1.0 / 2
1.0 / 4
1.0 / 2
	Updated Note to ensure compliance with IRO-008-1R2
Added 1st Note, added step 5, updated steps 4 & 6

Combined EEA 2 A and B per NPRR 379
Combined EEA 2 A and B per NPRR 379
Updated step 2 in Transmission Issues within CFE
Updated step 1 in ERCOT picks up Load for Non-ERCOT System and step 1 in Non-ERCOT System picks up Load for ERCOT 

Updated step 2
	October 1, 2011








