Power Operations Bulletin # 558

ERCOT has posted/revised the Real Time Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
3.2
System Failures
Procedure Purpose:  To ensure that frequency is maintained in the event of an AGC failure.

	Protocol Reference
	6.5.9(1)
	6.5.9.1(2)
	6.5.9.2
	

	
	
	
	
	

	Guide Reference
	
	
	
	

	
	
	
	
	

	NERC Standard
	
	
	
	

	
	
	
	
	


	Version: 1 
	Revision: 7
	Effective Date:  October 1, 2011


	Step
	Action

	SCED Failure

	NOTE
	Whenever RLC sees that the SCED solution is not updated within the last 605 seconds, it makes a request for emergency base points.  At this time, the manual EBP activate flag is automatically turned on. This will have to be turned off manually by the operator when SCED recovers.  After EBP turns ON, enter increment/decrement MW and commit it, so that emergency base points are actually sent out.

Any time the manual EBP is activated, SCED solutions are being blocked from being communicated to MPs.

	1
	IF:

· Any module of the SCED Workflow Controller fails;
THEN:

· Make an attempt to manually run the SCED process.

	2
	IF:

· SCED still fails after attempting a manual run;
THEN:

· Contact the Help Desk,
· Determine if West – North (IROL) constraint is active, if so use script in step 3,
· Initiate the Emergency Notice Hotline call, 
· Instruct the Resource Desk Operator to post a message on MIS Public utilizing Notice Builder.
Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing an Emergency Notice due to the failure of SCED.  ERCOT may issue Emergency Base Points until the issue is resolved.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	3
	Script to use if West – North IROL constraint was active when SCED failed:

Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing an Emergency Notice due to the failure of SCED.  The West to North is active; WGRs which are currently being curtailed and required to follow their Base Points are required to stay at their current output.  ERCOT may issue Emergency Base Points until the issue is resolved.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	4
	MONITOR:

· Regulation Service (Up/Dn) margins to ensure Frequency can be adequately maintained.
IF:

· It is determined that remaining Regulation Service (Up/Dn) is no longer sufficient to maintain system frequency;
THEN:

· Manually activate Emergency BP,
· Enter the EBP increment/decrement as needed to control Frequency and recall deployed Regulation.

	5
	IF:

· SCED is solving with a valid solution;
THEN:

· Remove the Emergency Base Point flag, AND
· Communicate the restoration to Control Room staff,
· Initiate Hotline call to cancel the Emergency Notice,
· Instruct the Resource Operator to cancel the message on MIS Public utilizing Notice Builder.
Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], SCED solutions are now valid and ERCOT is canceling the Emergency Notice.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Log
	Log all actions taken and any issues with the Market Participants.

	RLC Failure

	1
	The Resource Limit Calculator (RLC) can fail independently of AGC.  If RLC fails, SCED will not function (invalid results), even though it shows available.  A RLC failure will be displayed to the Operator in the upper right corner of the RLC display as follows:

· Process Status: RLC Up (Normal Operation)
· Process Status: RLC Down (will be displayed in RED when failed)
· RLC (PI Alarm) will be flashing RED.

	NOTE
	Regulation is functioning, RRS is not.  LFC (AGC) will automatically switch to EBP mode.

	2
	IF:

· RLC has failed;
THEN:

· Verify the status of AGC
· IF AGC is also failed proceed to the EMS (LFC and RLC) Failure procedure
· Contact the Help Desk,
· Determine if West – North (IROL) constraint was active, if so use script in step 4,
· Initiate the Emergency Notice Hotline call, 
· Instruct Resource Operator to post a message on MIS Public utilizing Notice Builder.

	3
	Issue the following Emergency Notice:

Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing an Emergency Notice due to a SCED failure.  ERCOT may issue Emergency Base Points until the issue is resolved.  [QSE] please repeat this back to me.  That is correct, thank you.”
· Notify the Transmission Operator to issue their Hotline notification
· Instruct the Resource Operator to post a message on MIS Pubic utilizing Notice Builder.

	4
	Script to use if West – North IROL constraint was active when RLC failed:

Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing an Emergency Notice due to the failure of SCED.  The West to North is active; WGRs which are currently being curtailed and required to follow their Base Points are required to stay at their current output.  ERCOT may issue Emergency Base Points until this issue has been resolved.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	5
	MONITOR:

· Regulation Service (Up/Dn) margins to ensure Frequency can be adequately maintained.
IF:

· It is determined that remaining Regulation Service (Up/Dn) is no longer sufficient to maintain system frequency;
THEN:

· Enter the EBP increment/decrement as needed to control Frequency and recall deployed Regulation.

	6
	WHEN:

· RLC is restored;
THEN:

· Cancel the Emergency Notice.
Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], SCED solutions are now valid and ERCOT is canceling the Emergency Notice.  [QSE] please repeat this back to me.  That is correct, thank you.”
· Notify the Transmission Operator to issue their Hotline notification
· Instruct the Resource Operator to cancel the message on MIS Public utilizing Notice Builder.

	Log
	 Log all actions taken.

	LFC (AGC) Failure

	NOTE
	When LFC (AGC) is paused or suspended and RLC and SCED are functioning, then Regulation, RRS and EBP are not functioning.

	1
	IF:

· LFC is not functioning as indicated by:
· AGC is SUSPENDED or PAUSED OR
· “Last AGC Cycle” time on Generation Area Status display is not updating; 
THEN:

· Verify the status of RLC
· If RLC is also failed, proceed using the AGC and RLC Failure procedure
· If RLC is still functioning properly, continue
· Determine which QSE has ample Capacity to place on Constant Frequency Control. (REFERENCE Display: EMP Applications>Generation Area Status>Nodal Operational Status>Resource Limits Data),
· Direct that QSE to go on “Constant Frequency”, by issuing an electronic VDI
· Choose “OPERATE AT CONSTANT FREQUENCY” as the Instruction Type from QSE Level
· Place ERCOT AGC into ‘Monitor” mode,
· Using the Hotline, notify all QSEs that LFC has failed and ERCOT has placed a QSE on constant frequency,
Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name]. At [xx:xx], ERCOT is issuing an Emergency Notice due to LFC failure and has placed a QSE on Constant Frequency. SCED Base Points are valid.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.” 
· Notify the Transmission Operator to make the same Hotline call to the TOs,
· Instruct the Resource Operator to post a message on MIS Public utilizing Notice Builder.

	2
	MONITOR:

· Frequency and Capacity availability for QSE on constant frequency, AND/OR
· The QSE on Constant Frequency notifies ERCOT of Capacity issue;
THEN:

· Determine available Capacity for SCED and enter an operator manual offset, OR if no SCED room
· Issue electronic VDI(s) as needed, to Commit/Decommit additional generation to maintain Grid Reliability.
· Choose “COMMIT or DECOMMIT” as the Instruction Type from Resource level 
· Enter “capacity or capacity surplus” in “other information”

	3
	WHEN:

· ERCOT AGC Control is functioning properly;
THEN:

· Direct QSE to come off “Constant Frequency” by ending the electronic VDI,
· Place ERCOT AGC back into “ON” mode,
· Using the Hotline, notify all QSEs,
· Instruct the Resource Operator to cancel message on MIS Public utilizing Notice Builder. 
Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name]. At [xx:xx], LFC is now functional and ERCOT is canceling the Emergency Notice.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.” 
· Notify the Transmission Operator to make the same Hotline call to the TOs,
· Instruct the Resource Operator to cancel the message on MIS Public utilizing Notice Builder.

	Log
	Log all actions taken.

	 EMS (LFC and RLC/SCED) Failure 

	NOTE
	Regulation, RRS, UDBP, BP, EBP, and Manual offset not functioning.

	1
	LFC (AGC):

· AGC is SUSPENDED or PAUSED,
· “Last ACE crossing zero” time on the Generation Area Status page is not updating,
· AGC operation adversely impacts the reliability of the Interconnection,
· SCED and EMS are not functioning,
· Problem cannot be resolved quickly
RLC:

· Process Status: RLC Down will be displayed in RED in the upper right hand corner of the RLC display
· RLC (PI Alarm) will be flashing RED.

	2
	DETERMINE:

· Which QSE has ample Capacity to place on Constant Frequency Control (REFERENCE Display: EMP Applications>Generation Area Status>Nodal Operational Status> Resource Limits Data,
· Direct the selected QSE to go on “Constant Frequency” by issuing an electronic VDI
· Choose “OPERATE AT CONSTANT FREQUENCY” as the Instruction Type from QSE Level
· Place ERCOT AGC into “Monitor” mode,
· Using the Hotline, notify all QSEs
Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing an Emergency Notice due to an LFC and SCED failure.  ERCOT has placed a QSE on Constant Frequency.  All remaining QSEs should hold their Resources to their current output level until instructed by ERCOT.  WGRs which were required to follow their Base Point instruction during the last SCED execution are required to continue following Base Points.  ERCOT may issue unit specific deployments to any Resources as required.  [QSE] please repeat this back to me.  That is correct, thank you.”
· Notify the Transmission Operator to issue their Hotline notification
· Instruct the Resource Operator to post a message on MIS Public utilizing Notice Builder.

	3
	MONITOR:

· Frequency and Capacity availability for QSE on constant frequency, AND/OR
· The QSE on Constant Frequency notifies ERCOT that they are having control issues;
THEN:

· Determine which QSE has the most available Capacity,
· Issue a unit specific instructions to assist the QSE on Constant Frequency,
· Choose “Other For Resource” as the Instruction Type

	4
	IF:

· There is no longer any available Capacity to issue unit specific deployments;
THEN:

· Issue electronic VDI(s) as needed, to Commit/Decommit additional Generation to maintain Grid Reliability
· Choose “COMMIT or DECOMMIT” as the Instruction Type from Resource level.
· Enter “capacity or capacity surplus” in “other information”

	5
	WHEN:

· AGC and RLC is restored;
THEN:

· Direct QSE to come off ‘constant frequency’ by ending VDI,
· Place ERCOT AGC back into “ON” mode,
· Cancel VDI(s) for additional generation, if issued,
· Using the Hotline, notify all QSEs
Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  At, [xx:xx], LFC is now functional and SCED solutions are valid.  ERCOT is canceling the Emergency Notice.  [QSE] please repeat this back to me.  That is correct, thank you.”
· Notify Transmission Operator to issue their Hotline notification
· Instruct the Resource Operator to cancel message on MIS Public utilizing Notice Builder.

	Log
	Log all actions taken.


5.3
Implement EEA Levels
Procedure Purpose:  To provide for maximum possible continuity of service while maintaining the integrity of the ERCOT System to reduce the chance of Cascading Outages.

	Protocol Reference

	6.5.7.6.2.2
	6.5.9.1(3)
	6.5.9.4
	6.5.9.4.1

	
	6.5.9.4.2
	
	
	

	Guide Reference

	4.5.3
	4.5.3.1
	4.5.3.2
	4.5.3.3

	
	4.5.3.4
	
	
	

	NERC Standard
	COM-002-2
R2
	EOP-001-0
R3.1, R3.3, R5
	EOP-002-2.1
R1, R2, R4, R6.1, R6.2, R6.4, R6.6,  
	IRO-005-2
R1.5

	
	
	
	
	


	Version: 1 
	Revision: 6
	Effective Date:  October 1, 2011


	Step
	Action

	NOTE
	· IF frequency falls < 59.8 Hz, ERCOT CAN immediately implement EEA 3.
· IF frequency falls < 59.5 Hz, ERCOT SHALL immediately implement EEA 3.

	NOTE
	· Public media appeals may be enacted prior to EEA. When a media appeal for voluntary energy conservation is enacted, QSEs should be notified via Hotline call (see EEA 2 for typical script).
· Confidentiality requirements regarding Transmission Operations and System Capacity information will be lifted, as needed to restore Reliability.
· QSEs need to contact the Texas Commission on Environmental Quality (TCEQ) for enforcement discretion on air permitting requirements.

	Implement EEA Level 1

	1


	IF:

· PRC < 2300 MW;
THEN:

· Select the activate EEA flag in EMS, 
· Using the Hotline, notify all QSEs to implement EEA 1. 
Typical Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is declaring EEA 1, QSEs are to perform their necessary steps for EEA 1 and ERCOT is reminding you that you can schedule available interchange into ERCOT across the DC-Ties. [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	IF:
· Generation Resource (that are not bid in for Non-Spin) have a unit status of OFF and can be brought On-line within the timeframe of the emergency;
THEN:

· Issue a VDI to commit the Resource
· Choose “Commit” as the Instruction Type from Resource level
· VDIs need a start/stop time (issue one hour at a time)

	3
	IF:
· A Generation Resource was scheduled to come Off-line before the start of the emergency and requests to come Off-line;
THEN:

· Issue a VDI to commit the Resource
· Choose “Commit” as the Instruction Type from Resource level
· VDIs need a start/stop time (issue one hour at a time) 

	4
	Verify and log that all measures have been implemented.   

	Implement EEA Level 2

	
	· 
· 



	1

	IF:

· PRC < 1750 MW or unable to maintain system frequency at 60.00Hz;
THEN:

· Determine whether system conditions require the deployment of Load Resources and/or EILS by considering the following:
· If at peak hour, will the EILS be sufficient and have they already been deployed in the current contract period.
· If not at peak hour, will half of Load Resources be sufficient
· PRC < 1750 MW, deploy Group 1 (as system conditions require, deploy remaining Load Resources).
· PRC < 1375 MW, deploy both Groups 1 and 2 simultaneously. 
· Using the Hotline, notify all QSEs to implement EEA 2 and any measures associated with EEA 1, if not already implemented. 
· 
· 
· 




	Load

Resources
	IF:

· Deploying Load Resources, the Resource Operator must complete the XML deployment of the Load Resources before the Hotline call is made.

· PRC < 1750 MW, deploy Group 1
· PRC < 1375 MW, deploy both Groups 1 and 2 simultaneously
Typical Script for one Group: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 2 and has deployed Group 1 Load Resources.  Implement all measures associated with EEA 1, if not already implemented. [QSE] please repeat this back to me.  That is correct, thank you”
Typical Script for both Groups: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 2 and has deployed all Load Resources.  Implement all measures associated with EEA 1, if not already implemented. [QSE] please repeat this back to me.  That is correct, thank you”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	EILS
	IF:
· Deploying EILS, deploy all EILS Loads as a single block.

Typical Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 2.  ERCOT is directing QSEs to deploy all contracted EILS in the current time period until further notice.  Implement all measures associated with EEA 1 if not already implemented.  [QSE] please repeat this back to me.  That is correct, thank you”.
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	When
EILS
Business Hours
Change
	IF:

· EILS are deployed, and additional EILS Loads that are available due to business hour changes
THEN:

· Deploy the next business hour, if needed
Typical Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is in EEA 2.  ERCOT is directing QSEs to deploy all contracted EILS in the current time period until further notice.  All previously deployed EILS are to remain deployed until recalled.  [QSE] please repeat this back to me.  That is correct, thank you”.

	NOTE
	· 
· EILS can only be deployed twice during a contract period with a maximum of 8 hours of deployment per contract period.
· Contract Periods:
· June – September
· October – January 
· February – May
For current deployment data, refer to the Real Time Values Spreadsheet “EILS Tab”

	Media Appeal
	· Unless already in effect, verify with the Shift Supervisor that the communications group has issued an appeal through the public news media for voluntary energy conservation,  
· Notify QSEs, via Hotline, that a media appeal for conservation is in effect.
Typical Script: 
“This is ERCOT Operator [first and last name]; ERCOT has issued an appeal through the public news media for voluntary energy conservation.  Any questions?  Thank you”.

	2
	Verify and log that all measures have been implemented.

	

	
	· 
· 
· 
· 
· 
· 
· 

	
	

· 

· 

	

	
· 

· 




	
	

	Implement EEA Level 3

	1

	IF:

· Unable to maintain system frequency at 59.80 Hz;
THEN:

· Using the Hotline, notify all QSEs to implement EEA 3 and any measures associated with EEA 1 and 2, if not already implemented.
Typical Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is declaring EEA 3, [MW Amount] of firm load is being shed.  Implement all measures associated with EEA 1 and 2,  if not already implemented. 

[QSE] please repeat this back to me.  That is correct, thank you”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	Verify and log that all measures have been implemented.


5.4
Restore EEA Levels

Procedure Purpose:  To restore the ERCOT grid to normal state as system conditions warrant while recovering from an EEA event.

	Protocol Reference

	6.5.9.4.3
	
	
	

	
	
	
	
	

	Guide Reference

	4.5.3.3(8)
	
	
	

	
	
	
	
	

	NERC Standard
	
	
	
	

	
	
	
	
	


	Version: 1 
	Revision: 7
	Effective Date:  October 1, 2011


	Step
	Action

	Restore Firm Load

	RESERVES
	If 1375 MW of PRC is not restored within 75 minutes, reduce MW loading on Resource(s) to bring reserves up, if available.

	1
	IF:

· Sufficient Regulation Service exists to control to 60 Hz, AND
· PRC ≥ 1375 MW;
THEN:

· Using the Hotline, notify all QSEs of firm load restoration.
Typical Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is restoring firm load. 

[QSE] please repeat this back to me.  “That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	
	

	Move From EEA Level 3 to EEA Level 2

	1
	IF:

· Sufficient Regulation Service exists to control to 60 Hz, AND
· PRC is ≥ 1750 MW, AND
· All firm load has been instructed to be restored;
THEN:

· Using the Hotline, notify all QSEs of the reduction from EEA 3 to EEA 2
· Coordinate with the Resource Desk and recall Load Resources or EILS
· Consider recalling EILS first if EILS deployment is nearing 8 hours in a contract period. 
· 
Typical script for Load Resource recall: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is moving from EEA 3 to EEA 2.  QSEs are to recall all Load Resources at this time.  [QSE] please repeat this back to me.  “That is correct, thank you.”
Typical script for EILS recall: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is moving from EEA 3 to EEA 2.  QSEs are to recall all EILS at this time.  [QSE] please repeat this back to me.  “That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	Verify and log that all measures have been implemented.

	NOTE
	Once Load Resources are recalled, they have 3 hours to return to service.

	NOTE
	Once EILS are recalled, they have 10 hours to return to service.

	

	
	
· 
· 
· 

· 




	
	

	
	

	Move From EEA Level 2 to EEA Level 1

	1
	IF:

· The system can maintain PRC ≥ 2300 MW, AND
· All Load Resources or EILS have been instructed to be restored;
THEN:

· Using the Hotline, notify all QSEs of the reduction from EEA 2 to EEA 1
· Coordinate with the Resource Desk and recall Load Resources or EILS.
Typical script for Load Resource recall: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is moving from EEA 2 to EEA 1.  QSEs are to recall all Load Resources at this time.  [QSE] please repeat this back to me.  “That is correct, thank you.”
Typical script for EILS recall: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is moving from EEA 2 to EEA 1.  QSE’s are to recall all EILS at this time. [QSE] please repeat this back to me.  That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	
	

	Move From EEA Level 1 to EEA 0

	1
	IF:

· The system can maintain PRC ≥ 2300 MW, AND
· All uncommitted units secured in EEA 1 can be released, AND
· Emergency energy from the DC Ties is no longer needed; 
THEN:

· Uncheck the EEA flag in EMS and make inactive,  
· Using the hotline, notify all QSEs of the termination of EEA.
Typical script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is terminating EEA 1.  A Watch still remains in effect.  [QSE] please repeat this back to me.  That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Cancel Watch

	1
	WHEN:

· PRC is ≥ 3000 MW, AND
· Non-Spin has been recalled;
THEN:

· Cancel Watch
Typical script:
“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is canceling the Watch for Physical Responsive Capability.   At this time, Resource testing may resume.  [QSE] please repeat this back to me.  That is correct, thank you.”
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Updated step 1

Updated step Capacity Surplus

Updated step 2, 3, 4 and 5
Updated all steps of “Implement Level 2B” 
	December 1, 2010

	4.1

4.2

5.2


	1.0 / 1

1.0 / 2

1.0 / 1


	Updated step “MP unable to Override”

Updated step 1 & 2

Updated step 1 in sections WATCH and Advisory
	December 15, 2010

	3.1

3.2
3.3

3.4

4.1

5.1

5.4


	1.0 / 2

1.0 / 2

1.0 / 1

1.0 / 2

1.0 / 2

1.0 / 1

1.0 / 1

	Updated step “BAAL”

Updated step “AGC Issues Resolved”

Updated step “Hotline”

Updated step “Failure Indications, AGC/RLC Issues, System Wide Capacity Issue, AGC/RLC Issues Resolved”

Updated step 2 in “Workflow Controller Messages”, added new procedure “Exceeding West – North Stability Limit”, updated Note in “Generation Resource Shut-down/Start-up Process” 

Updated step 1 in “Watch” and step Hotline in “Scripts”
Updated step 1 in “Move from EEA level 3 to EEA lever 2B”
	January 5, 2011

	2.4

2.5
2.6
2.7

3.1

3.2

3.3

3.4

3.5

4.1

4.2

5.1

5.2

5.3

5.4
5.5

6.1

6.2

6.3
	1.0 / 0

1.0 / 2

1.0 / 0

1.0 / 0

1.0 / 3

1.0 / 3
1.0 / 2

1.0 / 2
1.0 / 1
1.0 / 3

1.0 / 3

1.0 / 2

1.0 / 2

1.0 / 2

1.0 / 2
1.0 / 1

1.0 / 1

1.0 / 1

1.0 / 1
	Added new procedure

Changed procedure number

Added new procedure
Added new procedure

Updated sections “Maintain System Frequency”, “Response to High Frequency”, “Response to Low Frequency” and “Actions when Frequency Telemetry in Incorrect.
Combined sections 3.3, 3.4 & 4.2 into 3.2

Changed 3.5 “Potential DCS Event” to 3.3 & updated whole procedure  

 Changed 3.6 “Monitor Capacity Reserves & Respond to Capacity Issues to 3.4
Changed 3.7 “Monitor and Control Time Error Correction to 3.5 & updated script
Deleted Exceeding West-North Stability Limit

Deleted Procedure
Updated script

Updated step 1 in “Advisory” and “Watch”

Updated all steps
Updated all steps

Updated all steps

Updated all steps

Updated all steps

Updated OCN
	January 31, 2011

	2.6

3.2

3.3

3.4

3.6

5.1
5.2
	1.0 / 1

1.0 / 4

1.0 / 3
1.0 / 3
1.0 / 0

1.0 / 3

1.0 / 3
	Updated step Site Failovers

Updated step 3 in SCED Failure, step 4 in RLC Failure, Note in LFC (AGC) Failure and step 2 in EMS (LFC and RLC/SCED Failure

Updated step 3

Updated step Capacity Shortage

Added new procedure

Updated Watch and Emergency Notice

All step 1’s
	March 25, 2011

	2.6

3.1

3.2
3.3

3.6
5.1
5.4

5.5
	1.0 / 2

1.0 / 4

1.0 / 5
1.0 / 4

1.0 / 1
1.0 / 4
1.0 / 3

1.0 / 2
	Added steps and updated whole procedure 

Added new step to Maintain System Frequency and updated Response to High Frequency & Response to Low Frequency
Updated steps 2, 3, 5 in SCED Failure; steps 2, 3, 4, 6 in RLC Failure; steps 1, 3 in LFC (AGC) Failure; steps 2, 5 in EMS (LFC and RLC/SCED) Failure
Updated NERC Recovery Criteria, step 1 & 4
Updated 1st script

Updated step 1 in Watch and Emergency Notice and step Post
Updated 1st and 2nd script in Restore Firm Load, Updated 1st in Move From EEA Level 3 to EEA Level 2B
Updated step 3
	April 22, 2011

	3.3

5.1

5.3
5.4

6.1

6.2

6.3

6.4
	1.0 / 5

1.0 / 5

1.0 / 3
1.0 / 4

1.0 / 2

1.0 / 0

1.0 / 2

1.0 / 2
	Updated step NERC Recovery Criteria

Updated all step 1’s

Updated step 1 in Implement EEA Level 1, step 1 in Implement EEA Level 2A, added note and updated step 2 in Implement EEA Level 2B, step 1 in Implement EEA Level 3
Updated all step 1’s

Updated all steps 
Added new procedure
Updated section number and all steps
Updated section number and all steps
	June 8, 2011

	2.6

3.1

5.1

5.2

5.3

5.4

8.1


	1.0 / 3

1.0 / 5

1.0 / 6

1.0 / 4
1.0 / 4

1.0 / 5

1.0 / 1


	Added step If EBPs are needed”, updated step IF EBPs are needed and W-N was Active before site failover started

Added step Hydro, updated step Frequency Deviations 

Updated step Watch

Updated all steps 

Updated 1st note, step 1 in EEA level 1 & 2A

Updated step 1 in Move for EEA level 1 to 0

Added Market Participant Backup Control Center Transfer procedure
	July 20, 2011

	3.1

3.2

3.4

4.1

6.4

6.5
	1.0 / 6

1.0 / 6

1.0 / 4

1.0 / 4

1.0 / 0

1.0 / 3
	Updated step Monitor, 15 minutes, 20 minutes and 25 minutes in Response to High Frequency 

Updated step 2 in LFC Failure, step 4 & 5in EMS Failure

Updated step Capacity Surplus

Updated step 2 in Workflow Controller Messages
Added new procedure “Extreme Hot Weather”

Changed section number
	August 3, 2011

	2.7
3.1

5.1

5.2

5.3

5.4

6.4

7.1
	1.0 / 1
1.0/ 7

1.0 / 7

1.0 / 5

1.0 / 5

1.0 / 6

1.0 / 1

1.0 / 1
	Updated step Hotline Call
Updated NERC Standard reference table

Added projected reserve capacity shortage and Extreme Hot Weather in Watch
Updated step 1 in Advisory & Watch

Updated 2nd Note, step 1 in Implement EEA 1, step Media Appeal & 1 in Implement EEA 2A, 1st Note & step 2 in Implement EEA 2B
Added Note to Move From EEA 3 to EEA 2B and Move From EEA 2A to EEA 1

Updated temperature from 102 to 103

Updated 4th note and step 1
	September 1, 2011

	3.2

5.3
5.4
	1.0 / 7

1.0 / 6
1.0 / 7
	Updated SCED Failure step 2 and 3, RLC Failure step 3 and LFC (AGC) Failure step 3
Combined EEA 2A & B per NPRR 379
Combined EEA 2 A & B per NPRR 379
	October 1, 2011
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