Power Operations Bulletin # 554

ERCOT has posted/revised the Resource Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
3.3
Responding to Diminishing Reserves

Procedure Purpose:  Monitor the Physical Responsive Capability (PRC) for issuing advance notice of diminishing Responsive Reserve.  Steps within this procedure are intended to keep ERCOT from progressing into EEA.
	Protocol Reference


	3.17.3(2)
	6.5.9.4.1
	6.5.9.4(5)
	6.5.7.6.2.3

	
	6.5.9.1(1)
	
	
	

	Guide Reference


	
	
	
	

	
	
	
	
	

	NERC Standard
	BAL-002

R2.4
	EOP-001-0 R3.1
	EOP-002 R1, R2, R4, R6.1, R6.2, R6.4, R8
	IRO-005-2
R1.4, R1.5, R4

	
	
	
	
	


	Version: 1 
	Revision: 5
	Effective Date:  September 1, 2011


	Step
	Action

	NOTE
	· ERCOT, at management’s discretion, may issue an appeal through the public news media for voluntary energy conservation at any time.
· System conditions may dictate operating beyond the scope of this procedure. The System Operator has the authority to issue and/or keep a notification in effect as he/she deems necessary.
· If Non-Spin Reserve Service is being deployed at any time other than the top of the hour (less than 12 consecutive 5-minute intervals), deselect any Resources whose COP Non-Spin Resource Responsibility is “ZERO” for subsequent hours.

	Advisory

	1
	IF:

· PRC falls < 3000 MW;
THEN:

· Coordinate with the Real Time Operator, AND 

· Post on MIS Public using Notice Builder. 
Typical MIS posting: 

“ERCOT is issuing an Advisory for Physical Responsive Capability less than 3000 MW.” 

	2
	Make log entry.

	Watch

	1
	IF:

· PRC falls < 2500 MW;
THEN:

· Coordinate with the Real Time Operator and Transmission Operator, AND 

· Utilize Non-Spin that can be deployed to increase the Physical Responsive Capability (see Section 6.2 in Desktop Guide),

· Post on MIS Public using Notice Builder.
Typical MIS postings:
“ERCOT is issuing a Watch for Physical Responsive Capability less than 2500 MW”.
“ERCOT is deploying Non-Spin Reserve”.

	2
	Make log entry.

	Cancelation

	1
	WHEN:

· (HDL-GEN) ≥ 500 MW, 

·  Avail_CAP_30Min ≥ 1000, AND

· PRC is ≥ 3000 MW;


· 
· 
THEN:

· Coordinate with the Real Time Operator and recall half of the Non-Spin by sending a Zero MW XML message (Refer to Desktop Guide section 6.2 “Recall All Non-Spin or Partial Non-Spin Recall”)
· . 
WHEN:

· (HDL-GEN) ≥ 1000 MW, 

·  Avail_CAP_30Min ≥ 1000, AND

· PRC is ≥ 3000 MW;

THEN:

· Coordinate with the Real Time Operator and recall all of the Non-Spin by sending a Zero MW XML message (Refer to Desktop Guide section 6.2 “Recall All Non-Spin or Partial Non-Spin Recall”).
·  Cancel message on MIS Public using Notice Builder.


3.4
Responding to Capacity Shortages

Procedure Purpose:  Deployment/Termination of Non-Spin Reserve Service for Capacity Shortages as requested by the Real-Time Operator.
	Protocol Reference
	
	
	
	

	
	
	
	
	

	Guide Reference 
	
	
	
	

	
	
	
	
	

	NERC Standard
	EOP-001-0 R3.1
	
	
	

	
	
	
	
	


	Version: 1 
	Revision: 6
	Effective Date:  September 1, 2011


	Step
	Action

	NOTE
	If Non-Spin is being deployed 20 minutes past the top of the hour, deselect any Resources whose COP Non-Spin Resource Responsibility is “ZERO” for next hour. (Refer to Desktop Guide section 6.2 Non-Spin Deployment and Recall)

	Deployment
	WHEN:

· Notified by the Real-Time Operator to deploy Non-Spin  for capacity shortages;
THEN:

· Coordinate with the Transmission Operator to verify the Non-Spin doesn’t create congestion,

· Deploy Non-Spin, (Refer to Desktop Guide section 6.2 “Deploy All Non-Spin or Partial Non-Spin deployment”),
· 
· Post as “Operational Information” message on MIS Public using Notice Builder.

Typical MIS posting:

“ERCOT is deploying all Non-Spin Reserve”, OR
“ERCOT is deploying half of the Non-Spin Reserve.

	Additional

Deployment
	IF:

· Additional Non-Spin becomes available going into next hour;
THEN:

· Determine if the additional Non-Spin is needed, 

· Deploy if needed (Refer to Desktop Guide section 6.2 Non-Spin Deployment and Recall)

	Commit
	IF:

· Notified by a QSE that their Off-line Non-Spin obligation has ended, AND
· PRC is below 2500 MW, OR HDL-GEN is ≤ 200;
THEN:
· Request that the Resource stay On-line,
· Issue an electronic VDI (see Desktop guide 8.3)
· Chose Resource tab

· Chose Commit as the Instruction Type 
· State Capacity as the Instruction Type

	Termination
	WHEN:

· Notified by the Real-Time Operator that the Non-Spin Reserve Service is no longer needed;
THEN:

· Recall the Non-Spin, by sending a Zero MW XML (Refer to Desktop Guide section 6.2 “Recall All Non-Spin or Partial Non-Spin Recall”), AND
· Cancel message on MIS Public using Notice Builder.


5.1
Supplemental Ancillary Service Market

Procedure Purpose:  To “Open” and/or “Execute” a Supplemental Ancillary Service Market for A/S insufficiencies due to increased amounts above Day-Ahead requirement, infeasible (stranded) caused by congestion, or failure to provide by the QSE.

	Protocol Reference


	6.4.8.1
	6.4.8.1.1
	6.4.8.1.2
	6.4.8.1.3

	
	3.16 (4)
	6.4.8.2
	6.4.8.2.2
	6.5.9(4)

	Guide Reference


	
	
	
	

	
	
	
	
	

	NERC Standard
	
	
	
	


	Version:  1
	Revision: 6
	Effective Date:  September 1, 2011


	Step
	Action

	NOTE
	· There is no definitive time by which a SASM needs to start, however the SASM process must be completed at least 2 hours before the start of the Operating Hour (Example: for A/S needed in HE 14, SASM must be completed by HE 11).  The SASM timeline depends on the triggering of the event.

· Once the notice is given, no further offers are eligible for that SASM.

· ERCOT may not buy more of one A/S in place of the quantity of a different service.

· A QSE may not self-arrange for A/S procured in response to Emergency Conditions.
· See Desktop Guide 8.15 if the savecase function fails when running a SASM

	Procurement of Ancillary Services due to DAM Failure

	Procurement

Timeline
	If the Day-Ahead Market fails to run for the next day, the ancillary services will have to be procured through SASM.  The SASM must be executed in the Adjustment Period for the next day (which starts at 1800).  The SASM timeline is as follows

Time X = Notify QSEs and open SASM market

Time X + 30min = Verify SASM market has closed
Time X + 35min = Execute SASM (and Price Run/Sensitivity Analysis if needed)
Time X + 45min = Notify QSEs with awards

Time X + 60min = Validate COPs and A/S schedules

	1
	IF:

· The Day-Ahead Market fails to run for the next day;
THEN:

· Verify with the RUC Operator that the Hotline call notifying the Market that the DAM failed,

· Make the following hotline notification before opening the SASM,

· Procure all Ancillary Services for the next operating day through a Supplemental Ancillary Services Market (SASM).  Refer to Section 6.7.4 of the Desktop Guide:
Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  At [xx:xx] ERCOT will be opening a SASM to procure all Ancillary Services for [operating day] due to the Day-Ahead Market failure.  [QSE] please repeat this back to me.  That is correct, thank you.”

	2
	IF:

· SASM did not procure the amount of AS requested;
THEN:

· Notify the RUC Operator to replace the remaining insufficiencies in the next HRUC.

	3
	Prepare email with the following information:

· SASM ID

· Delivery Date

· Delivery Hour

· QSE Name you are replacing the AS for

· AS type(s)

· MW amounts you are replacing

· Total MW amount SASM has awarded

· PVT transferred

	4
	Send information in an email to the following distribution list:

· SASM

	ERCOT Increases the Amount of Ancillary Services

	A/S Plan Increase

Timeline
	If the AS plan is increased above that specified in the Day-Ahead, QSEs have 30 minutes (after notification by ERCOT) to Self-Arrange the additional AS Obligations.  The timeline is as follows:

Time X = Notify QSEs and open SASM market

Time X + 30min = Verify SASM market has closed
Time X + 35min = Execute SASM (and Price Run/Sensitivity Analysis if needed)
Time X + 45min = Notify QSEs with awards

Time X + 60min = Validate COPs and A/S schedules

	1
	IF:

· More Ancillary Services are needed for one or more Operating Hours than were provided in the Day-Ahead;
THEN:

· Issue  a Watch by making a Hotline Notification and post message on MIS Public using Notice Builder,

· Procure more Ancillary Services through a Supplemental Ancillary Services Market (SASM).  Refer to Section 6.7.3 of the Desktop Guide.

Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  ERCOT is issuing a Watch due to the need to increase the system wide A/S requirement above what was procured in the Day-Ahead Market due to [state the reason].  [QSE] please repeat this back to me. That is correct, thank you.”

	2
	IF:

· SASM did not procure the amount of AS requested;
THEN:

· Notify the RUC Operator to replace the remaining insufficiencies in the next HRUC.

	3
	Prepare email with the following information:

· SASM ID

· Delivery Date

· Delivery Hour

· QSE Name you are replacing the AS for

· AS type(s)

· MW amounts you are replacing

· Total MW amount SASM has awarded

· PVT transferred

	4
	Send information in an email to the following distribution list:

· SASM

	5
	Once verified that all Ancillary Service has been procured, cancel the Watch:

Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  ERCOT is canceling the Watch for increasing the system wide A/S requirement. [QSE] please repeat this back to me. That is correct, thank you.”

	Replacement of Ancillary Service Due to Infeasibility/Failure to Provide

	NOTE
	· Undeliverable/Infeasibility is when a QSE can not provide their A/S because ERCOT has asked them to move it due to congestion

· Failure to provide is all other reasons

	Undeliverable

/Insufficient A/S Timeline
	If the SASM is being executed to replace AS capacity, either due to transmission constraints or QSE failure-to-provide, the previous 30 minute window for QSE self-arrangement of A/S is not needed.  ERCOT will proceed directly to the SASM execution and procure A/S from existing offers.  The timeline is as follows:

Time X = Determine type and amount of A/S to procure.
Time X + 5min = Execute SASM (and Price Run/Sensitivity Analysis if needed)
Time X + 15min = Notify QSEs with awards

Time X + 30min = Validate COPs and A/S schedules

	NOTE
	For A/S that is Infeasible, a QSE has two (2) hours to notify ERCOT:

· It will be substituted on another Resource

· They will replace the A/S through a trade with another QSE 
· All or Part of the A/S needs to be replaced

For an A/S shortage that is due to Failure to Provide, a QSE must notify ERCOT  within an acceptable timeframe, but no longer than two (2) hours:

· It will be substituted on another Resource,
· They will replace the A/S through a trade with another QSE

· The A/S needs to be replaced

	1
	IF:

· A QSE is unable to provide the Ancillary Service capacity allocated to a specific Resource;
THEN:

· Determine if the infeasible/insufficient amount is significant enough to replace through SASM 

IF:

· It is determined that a SASM should be run;
THEN:

· Execute SASM (Refer to section 6.7.1 in the Desktop Guide).

	2
	IF:

· SASM did not procure the amount of AS requested;
THEN:

· Discuss with Shift Supervisor of the need to replace the remaining insufficiencies in the next HRUC. 

	3
	IF:

· A QSE is unable to provide their SASM awards;
THEN:

· Determine if there is time to open an additional SASM, AND
· Send failure to provide notification.

	4
	Prepare email with the following information:

· SASM ID

· Delivery Date

· Delivery Hour

· QSE Name you are replacing the AS for

· AS type(s)

· MW amounts you are replacing

· Total MW amount SASM has awarded

· PVT transferred

	5
	Send information in an email to the following distribution list:

· SASM


7.1
Market Notices

Procedure Purpose:  Guidelines for issuing Emergency Conditions and the four possible levels: Operating Condition Notices (OCN), Advisories, Watches, and Emergency Notices.
	Protocol Reference


	6.3.2(3)(a)(i)(ii)
	6.5.7.1.10(3)(c)
	6.5.9.2(1)
	6.5.9.3

	
	6.5.9.3.1
	6.5.9.3.2
	6.5.9.3.3
	6.5.9.3.4

	
	3.1.4.6(2)
	6.3.3
	3.1.4.7(1)
	

	Guide Reference


	4.2.1
	4.2.2
	4.2.3
	4.2.4

	
	
	
	
	

	NERC Standard
	COM-002

R2
	EOP-001-0
R4.1
	IRO-005-2
R1.10
	

	
	
	
	
	


	Version: 1 
	Revision: 6
	Effective Date:  September 1, 2011


	Step
	Action

	OCN

	1
	As directed by the Shift Supervisor or when appropriate, issue an Operating Condition Notice (OCN).  The OCN can be issued for any of the following reasons or to obtain additional information from Market Participants.

· There is a projected reserve capacity shortage that could affect System reliability and may require more Resources.

· When cold weather is 5 days away when temperatures are forecasted to be in between 20°F and 26°F and the maximum temperature is expected to remain 32°F or below in three or more Weather Zones in the ERCOT Region

· When severe cold weather is 5 days away and when temperatures are forecasted to remain between 20°F and 26°F or below in five or more Weather Zones in the ERCOT Region

· When an approaching Hurricane / Tropical Storm is approximately 5 days away. Unplanned Transmission Outages that may impact System reliability.

· When adverse weather conditions are expected, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness.

	Advisory

	1
	As directed by the Shift Supervisor or when appropriate, issue an Advisory.  The Advisory can be issued for any of the following reasons or to obtain additional information from Market Participants.

· When an approaching Hurricane / Tropical Storm is approximately 3 days away.  

· When cold weather is 3 days away when temperatures are forecasted to be in between 20°F and 26°F and the maximum temperature is expected to remain 32°F or below in three or more Weather Zones in the ERCOT Region.

· When severe cold weather is 3 days away and when temperatures are forecasted to remain between 20°F and 26°F or below in five or more Weather Zones in the ERCOT Region.

· When conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term operating reliability.

· ERCOT may exercise its authority, in such circumstances, to increase Ancillary Service requirements above the quantities originally specified in the Day-Ahead in accordance with procedures.

· When weather or conditions require more lead-time than the normal Day-Ahead Market (DAM) allows.

· Transmission system conditions are such that operations within first contingency criteria are not likely or possible because of Forced Outages or other conditions.

· Loss of communications or control condition is anticipated or significantly limited.

· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request.

	Watch

	1
	As directed by the Shift Supervisor or when appropriate, issue a Watch.  The Watch can be issued for any of the following reasons or to obtain additional information from Market Participants.

· A projected reserve capacity shortage is projected with no market solution available that could affect System Reliability. Available RMR resources will be committed during the HRUC study.
· When an approaching Hurricane / Tropical Storm is approximately 1 day away.  

· When cold weather is 1 day away when temperatures are forecasted to be in between 20°F and 26°F and the maximum temperature is expected to remain 32°F or below in three or more Weather Zones in the ERCOT Region.

· When severe cold weather is 1 day away and when temperatures are forecasted to remain between 20°F and 26°F or below in five or more Weather Zones in the ERCOT Region.
· When temperatures are forecasted to be 103°F or above in the North Central and South Central weather zones or when temperatures are forecasted to be 94°F or above in the North Central and South Central weather zones during the following months (October – May).
· A transmission condition has been identified that requires emergency energy from any of the CFE DC-Ties.

· Conditions have developed such that additional Ancillary Services are needed in the Operating Period.

· Insufficient Ancillary Services or Energy Offers in the DAM or in SASM.

· Market-based congestion management techniques embedded in SCED will not be adequate to resolve transmission violations.

· Forced Outages or other abnormal operating conditions have occurred, or may occur that require operations with active transmission violations.

· The need to immediately procure Ancillary Services from existing offers.

· ERCOT may instruct TOs to reconfigure ERCOT System elements as necessary to improve the reliability of the ERCOT System.
· ERCOT varies from time-line for DAM/DRUC.

	Emergency Notice

	1
	As directed by the Shift Supervisor or when appropriate, issue an Emergency Notice.  The Emergency Notice can be issued for any of the following reasons or to obtain additional information from Market Participants.

· SCED fails to reach a solution.

· ERCOT cannot maintain minimum reliability standards during the Operating Period using every Resource practically obtainable from the market.

· ERCOT forecasts an inability to meet applicable reliability standards and it has exercised all other reasonable options.

· A transmission condition has been identified causing unreliable operation or overloaded elements.

· A severe single contingency event presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to load, and/or overload of critical transmission elements and no practicable resource solution exists.

· ERCOT has determined a fuel shortage exists that would affect reliability.

· ERCOT varies from timing requirements or omits Day-Ahead or Adjustment Period and Real-Time procedures (HRUC/SCED).
· When cold or severe cold weather is in the ERCOT Region and it is beginning to have an adverse impact on the ERCOT System.


	Scripts

	Hotline
	Hotline calls are usually made by Real-Time Operator, the scripts below are for reference if needed:

Notify QSEs of Notice:
Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing a [state Notice type] for [state reason].  [QSE] please repeat this back to me.  That is correct, thank you.”

Notify TOs of Notice:
Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing a [state Notice type] for [state reason].  [TO] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Post
	· All notices must be posted on MIS Public using Notice Builder. 
· For “free form” messages, the “Notice priority” will be specified as follows:
· OCN type messages – low priority

· Advisory/Watch type messages – medium priority
· Emergency type messages – high priority

	Log
	Make log entry.


7.2
Implement EEA Levels

Procedure Purpose:  To provide for maximum possible continuity of service while maintaining the integrity of the ERCOT system to reduce the chance of cascading outages.

	Protocol Reference

	6.5.7.6.2.2
	6.5.9.1(3)
	6.5.9.4
	6.5.9.4.1

	
	6.5.9.4.2
	
	
	

	Guide Reference

	4.5.3
	4.5.3.1
	4.5.3.2
	4.5.3.3

	
	4.5.3.4
	
	
	

	NERC Standard
	COM-002-2
R2
	EOP-001-0
R3.1, R3.3, R5
	EOP-002-2.1
R1, R2, R4, R6.1, R6.2, R6.4, R6.6,  
	IRO-005-2
R1.5

	
	
	
	
	


	Version: 1 
	Revision: 4
	Effective Date:  September 1, 2011


	Step
	Action

	NOTE
	· IF frequency falls below 59.8 Hz, ERCOT CAN immediately implement EEA 3.

· IF frequency falls below 59.5 Hz, ERCOT SHALL immediately implement EEA 3.

	NOTE
	· Public media appeals may be enacted prior to EEA. When a media appeal for voluntary energy conservation is enacted QSEs should be notified via Hotline call (Real-time Operator has the responsibility).

· Confidentiality requirements regarding transmission operations and system capacity information will be lifted, as needed to restore reliability.
· QSEs need to contact the Texas Commission on Environmental Quality (TCEQ) for enforcement discretion on air permitting requirements.

	Implement EEA Level 1

	1


	IF:

· PRC falls < 2300 MW; 

THEN:

· Deploy all available Non-Spin (if not previously deployed) (see Desktop Guide section 6.2 Non-Spin Deployment and Recall) 
· 
· 
· 
· 
· Make EEA 1 posting to MIS Public using Notice Builder.
· Use preformatted notice “EEA Level 1”  

	2
	· Issue VDI to any QSEs with Generation Resources available and off-line (that were not bid in for Non-Spin) that can perform within the timeframe of the emergency
· Choose “Commit” as the Instruction Type from Resource level
· 

	3
	Verify and log that all measures have been implemented.   

	Implement EEA Level 2A

	1

	IF:

· PRC <  1750 MW;
THEN:

· Deploy Load Resources providing RRS as follows: (see Desktop Guide section 6.1 Loads Providing RRS Deployment and Recall)
· Less than 1750 MW, deploy Group 1 (
· as system conditions require, deploy remaining load resources).

· Less than 1375 MW (or above and still expect a large load growth) deploy “BOTH” Groups simultaneously. 
· Notify Real-Time Operator when XML message has been completed.  Load Resources must be deployed first before hotline call is made,
· Notify Transmission Operator to implement EEA Level 2A,
· Make EEA 2A posting to MIS Public using Notice Builder.
· Use preformatted notice “EEA Level 2A”

IF:

· Extending Current Deployments;

THEN:

· Deploy either “Group 1” or “BOTH” Load Resources (see Desktop Guide section 6.1 Extending Current Deployments). 

	2
	IF:
Went straight to EEA Level 2A;

THEN:

· Ensure tasks in EEA Level 1 are complete.

	3
	Verify and log that all measures have been implemented.

	Implement EEA Level 2B

	NOTE
	· If no EILS exists, skip EEA 2B and proceed to EEA 3.
· EILS can only be deployed twice during a contract period with a maximum of 8 hours of deployment per contract period.

· Contract Periods:

· June – September

· October – January 

· February – May
· For current deployment data refer to the Real Time Values Spreadsheet “EILS Tab”

	1

	IF:
· Unable to maintain system frequency at 60.00Hz, AND Load Resources providing RRS have been deployed and EILS has been procured;

THEN:

· Make EEA 2B posting to MIS Public using Notice Builder.
· Use preformatted notice “EEA Level 2B”

	2
	Verify and log that all measures have been implemented.

	Implement EEA Level 3

	1

	IF:

· Unable to maintain system frequency at 59.80 Hz;
THEN:

· Make EEA 3 posting to MIS Public using Notice Builder.
· Use preformatted notice “EEA Level 3”

	2
	Verify and log that all measures have been implemented.


7.3
Restore EEA Levels

Procedure Purpose:  To restore the ERCOT grid to normal state as system conditions warrant while recovering from an EEA event.

	Protocol Reference

	6.5.9.4.3
	
	
	

	
	
	
	
	

	Guide Reference

	4.5.3.3(8)
	
	
	

	
	
	
	
	

	NERC Standard
	EOP-001-0 R4.1, 4.2, R4.4
	
	
	

	
	
	
	
	


	Version: 1 
	Revision: 4
	Effective Date:  September 1, 2011


	Step
	Action

	RESERVES
	If 2300 MW of PRC is not restored within 75 minutes, reduce MW loading on Resources(s) to bring reserves up.

	Restore Firm Load

	1
	IF:

· Sufficient Regulation Service exist to control to 60 Hz, AND
· Physical Responsive Capability supplied from generation is greater than 1375 MW;
THEN:

· Transmission Operator will restore firm load. 

	2
	Maintain PRC supplied from generation equal to 1375 MW while restoring firm load.

	Move from EEA Level 3 to EEA Level 2B

	1
	IF:

· Sufficient Regulation Service exist to control to 60 Hz, AND
· PRC supplied from generation is equal to 1375 MW, AND

· All firm loads have been restored;
THEN:

· When instructed by the Real-Time Operator to recall  Load Resources,
· Send XML message to recall Load Resources, (see Desktop Guide section 6.1 “Recall (Full or Partial)”, (if needed)
· Make EEA 3 to EEA 2B posting to MIS Public using Notice Builder.
· If restoring Load Resources and EILS together make appropriate posting EEA 3 to EEA 2A.
· Use preformatted notice 

	Move from EEA Level 2B to EEA Level 2A

	1
	IF:

· The system can maintain Physical Responsive Capability equal to or greater than 1750 MW, AND
· All Load Resources have been instructed to be recalled, AND
· Sufficient Regulation Service exists to control to 60 Hz,
THEN:

· Make EEA 2B to EEA 2A posting to MIS Public using Notice Builder.
· Use preformatted notice

	Move from EEA Level 2A to EEA Level 1

	1
	IF:

· The system can maintain Physical Responsive Capability equal to or greater than 2300 MWs AND
· Confirm Load Resources and EILS have been instructed to be restored;
THEN:

· Make EEA 2A to EEA 1 posting to MIS Public using Notice Builder.

· Use preformatted notice

	Move from EEA Level 1 to EEA 0

	1
	IF:

· The system can maintain PRC ≥ 2300 MW, AND
· All uncommitted units secured in EEA 1 can be released, AND
· Emergency energy from the DC Ties is no longer needed;
THEN:

· Terminate EEA 1 by posting to MIS Public using Notice Builder.
· Use freeform notice “EEA 1 terminated”

	Cancel Watch

	1
	WHEN:

· (HDL-GEN) ≥ 500 MW, 

·  Avail_CAP_30Min ≥ 1000, AND

· PRC is ≥ 3000 MW;

THEN:

· Coordinate with the Real Time Operator and recall half of the Non-Spin by sending a Zero MW XML message (Refer to Desktop Guide section 6.2 “Recall All Non-Spin or Partial Non-Spin Recall”). 
WHEN:

· (HDL-GEN) ≥ 1000 MW, 

·  Avail_CAP_30Min ≥ 1000, AND

· PRC is ≥ 3000 MW;

THEN:

· Coordinate with the Real Time Operator and recall all of the Non-Spin by sending a Zero MW XML message (Refer to Desktop Guide section 6.2 “Recall All Non-Spin or Partial Non-Spin Recall”).
 Cancel message on MIS Public using Notice Builder.
· 
· 

· 
· 


8.2
Monthly Testing of Satellite Phones
Procedure Purpose: To ensure ERCOT maintains communication capability via the Satellite Phone System.
	Protocol Reference
	
	
	
	

	
	
	
	
	

	Guide Reference 
	
	
	
	

	
	
	
	
	

	NERC Standard
	COM-001

R2
	EOP-005

R5
	
	

	
	
	
	
	


	Version: 1 
	Revision: 2
	Effective Date:  September 1, 2011


	Step
	Action

	Primary Control Center

	NOTE
	When a participant dials into the conference bridge before the moderator dials in, they will hear music and be placed on hold.

	NOTE
	On the first weekend of each month, between the hours of 0000 Saturday and 0500 Monday, the Satellite Phone System Conference Bridge will be tested with the TOs. As the Shift Supervisor makes the call to the individual TO, they will set a time that the ERCOT Operator will call the Satellite Phone System Conference Bridge and establish communication with the appropriate TO.

	NOTE
	Use the ERCOT Satellite Phone User Guide (See Section 8.7 of the Desktop Guide) for a list of the TOs that will be contacted by the ERCOT Operator and instructions on how to place a Satellite Phone System Conference Bridge call.

	NOTE
	The numbers for the ERCOT Operator to call into the Conference Bridge are Desk specific. 
Select: 
SATELLITE directory or go to page 35 to view the programmed numbers on the Turret phone for each Bridge:

· BLACKSTRT RUC – RUC Desk

· BLACKSTRT RES – Resource Desk

· BLACKSTRT REAL – Real-Time Desk

· BLACKSTRT TS#1 – Transmission Desk
· BLACKSTRT TS#2 – Transmission Desk (Island Coordination)

	1
	IF:

· The preprogrammed number does not function correctly;
THEN:

· Refer to the ERCOT Satellite Phone User Guide (See Section 8.7.2 of the Desktop Guide) for the appropriate conference number and continue with this procedure.

	2
	When prompted:

· Enter the Moderator Pass Code

· If necessary, allow five minutes for Participants to dial in

· As each Participant connects, record the following:

· Name of Participant

· Company Name

· Any problems identified with the connection process

	3
	IF:

· One or more of the TOs fails to connect to the Bridge call;
THEN:

· Investigate the cause and log the following:

· Reason for inability to connect

· Actions taken by ERCOT

· Establish a time for a retest of the TOs not able to connect in the initial test.

	4
	Inform the Shift Supervisor when test is complete indicating any issues identified.

	LOG
	Log the test date and results in the Operations Log.

	Alternate Control Center

	1
	When working out of the alternate during the monthly scheduled dates:

· Test the turret Satellite phone on each desk.

	2
	Inform the Shift Supervisor when test is complete indicating any issues identified.

	LOG
	Log the test date and results in the Operations Log.
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