Power Operations Bulletin # 533
ERCOT has posted/revised the Transmission and Security Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.3
Site Failovers and Database Loads

Procedure Purpose: To provide notice to the Market Participants when ERCOT performs site failovers and database loads.
	Protocol Reference 
	
	
	
	

	
	
	
	
	

	Guide Reference 
	
	
	
	

	
	
	
	
	

	NERC Standard
	
	
	
	

	
	
	
	
	


	Version: 1 
	Revision: 2
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	Step
	Action

	Database

Load
	Approximately 5 - 30 minutes before a database load, make the following Hotline call to TOs:

Typical Script:
This is ERCOT operator [first and last name], at [xx:xx], ERCOT will perform a database load on its Energy & Market Management Systems.  During this time, SCED Base Points will reflect accurate dispatch instructions.  In the event ICCP is temporarily suspended, all systems should re-establish automatically within a few minutes.

	Site

Failover
	Approximately 5 - 30 minutes before site failover, make the following Hotline call to TOs:

Typical Script:
This is ERCOT operator [first and last name], at [xx:xx], ERCOT will perform a site failover of its Energy & Market Management Systems.  During this time, market communications will be unavailable for about 15 minutes, and real-time communications will be unavailable for about 5 minutes.  All systems should re-establish communications automatically.

	

	

	W-N

Active With database load
	IF:

· The West – North is active;

Then:

· Before database load, ensure W-N is constrained to ≤ 70%.

	Site

Failover

With 

W-N

Active
	IF:

· The West – North is active;

Then:

· Approximately 5-10 minutes before site failover, 
· Verify with Real-Time operator is aware constraint is active,
· Ensure W-N is constrained to ≤ 70%.

	Site Failover

Posting
	Verify with Real-Time operator that posting will be made.  The site failover message is already built in Notice Builder under “EMS Site Failover”.


3.3
Analysis Tool Outages
Procedure Purpose: To ensure SOLs and IROLs are monitored.
	Protocol Reference
	
	
	
	

	
	
	
	
	

	Guide Reference
	
	
	
	

	
	
	
	
	

	NERC Standard
	IRO-002

R8, R9
	NUC-001
	TOP-004

R4
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	Step
	Action

	NOTE
	The Reliability Coordinator must ensure SOL and IROL monitoring continues if analysis tools are unavailable.  The analysis tools needed are:

· State Estimator

· RTCA

· VSAT

	1
	IF:

· RTCA or the State Estimator has not solved within the last 10 minutes, 
THEN:

· Notify Shift Engineer,

· Refer to Section 3.1 of the Desktop Guide and run through the checklist, 
· Request Shift Engineer to calculate limits manually if EMS will be unavailable for an extended period of time.

	2
	If RTCA or the State Estimator has NOT solved within the last 15 minutes or ERCOT ISO has experienced a critical failure of its EMS: 

Make a Hotline call to issue an Advisory to the TOs:

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name], ERCOT’s RTCA and State Estimator have not solved in the last 15 minutes.  Please monitor your own service area and notify ERCOT if you exceed the normal rating of your transmission elements.  Report West - North and North – Houston stability limits if power flows reach 90% of their respective limits.  Continue to monitor voltages in your area and notify ERCOT of any forced line operations.”  [Select TO], “Please repeat that back for me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

	3
	Notify the appropriate Nuclear Plant’s QSEs and inform them that ERCOT’s RTCA is not function and is expected to be functional within approximately [# minutes].

	4
	Post Advisory message on MIS Public using Notice Builder.

	5
	Once RTCA and State Estimator are operational:

Make a Hotline call to cancel the Advisory to the TOs:

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name], at [xx:xx], ERCOT’s RTCA and State Estimator are functioning and we are back to normal operations.  [Select TO], “Please repeat that back for me.”

If the repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

	6
	Notify the appropriate Nuclear Plant’s QSEs to inform them that RTCA is now functional.

	7
	Cancel Advisory message on MIS Public using Notice Builder.

	8
	If VSAT has not solved within 1 hour:

· Manually run VSAT,
· If no results, notify Shift Engineer,
· If RTMONI is unavailable, the last good value will be recorded in PI or on the website. 
If transmission outages start/end during the failed period, refer to Operations Engineering Day-ahead limits which incorporate outage analysis.  

	9
	Make log entry of events.


4.1
Transmission Congestion Management

Procedure Purpose:  To verify and take corrective action for post-contingency overloads for various conditions.
	Protocol Reference
	3.10.4
	5.5.1(5)
	5.5.2
	6.3.2(2)&(3)(a)

	
	6.4.6.1
	6.5.1.1
	6.5.2
	6.5.5.2(1)

	
	6.5.3
	6.5.7.1.10
	6.5.7.1.11(1)&(4)
	6.5.7.1.13(3)

	
	6.5.7.8
	6.5.7.8(1)
	6.5.9.1(1)(d)
	6.5.9 (2)

	
	6.5.9.2(3)(a)
	7.1
	
	

	Guide Reference
	2.8.1
	1.6
	2.6.2
	1.7.1

	
	1.7.3
	
	
	

	NERC Standard
	EOP-001

R1, R4.2
	IRO-003

R1
	IRO-005-2
R1.2, R1.3, R1.7, R3, R5, R13, R16, R17
	IRO-006

R1, R4

	
	IRO-002

R6, R8
	IRO-004

R3
	TOP-001

R1, R2, R5
	TOP-002

R6, R8, R10

	
	TOP-004-1

R1, R6, R6.6
	 TOP-006

R5
	 TOP-008

R1, R2, R4
	EOP-003-1 R6
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	Step
	Action

	NOTE
	Although the steps within the procedure are numbered, the numbering is for indexing purposes and are not sequential in nature.  The system operator will determine the sequence of steps, or any additional actions required to ensure system security.

	Authority
	ERCOT System Operators have the authority to take or direct timely and appropriate real-time action, up to and including shedding firm load to alleviate System Operating Limit (SOL) violations.  Following a separation from the Interconnection, and following automatic under-frequency load shedding, System Operators will also direct TOs to shed additional load manually when there is insufficient capacity to restore system frequency.  

To include directing physical operation of the ERCOT Transmission Grid, including circuit breakers, switches, voltage control equipment, and Load-shedding equipment.

	Unknown

State
	When in an unknown operating state (major telemetry, etc), it will be considered to be an emergency and ERCOT shall restore operations to respect proven reliable power system limits within 30 minutes.

	CAUTION
	IF:

· At any time, the prescribed measures within this procedure fail to resolve the congestion, AND
· The transmission system is beyond “First Contingency Criteria”;
THEN:

· Issue a Watch,
· Make a Hotline call and post Watch message on MIS Public using Notice Builder.

	Critical

Facilities
	Critical facilities are the ERCOT defined contingencies that show up after running Real Time Contingency Analysis (RTCA) as a post-contingency overload.  This list is located in the EMS and an electronic copy is located on the MIS

Select: Grid>Generation>Reliability Unit Commitment>Standard Contingency List’
Select “Standard Contingency List” Open the zip file>Open the CIM file>Select the Standard_Contingency_List tab and view the contingencies.

Error! Hyperlink reference not valid.A potential critical facility becomes a critical facility when the contingency appears in RTCA as a post-contingency overload.

	NOTE
	Congestion Management Techniques consist of:

· SCED

· Phase Shifters

· Remedial Action Plan (RAP)
· Pre-Contingency Action Plan (PCAP)

· Mitigation Plan (MP) – enacted Post-Contingency

· Temporary Outage Action Plans (TOAP) located in the Outage Notes

· Unit specific dispatch instructions (Manual Dispatch or VDI) 

· If approved by the Shift Supervisor, Non-Spin may be used.

If there is a difference in line ratings between ERCOT and the TO, the most limiting rating will be used until the correct rating can be determined.

The electronic and hard copy for the RAPs, PCAPs, and MPs are to be considered current.  Should a conflict exist between the electronic and hard copy, the electronic version is to be used.

· The electronic version is located at P:\System Operation\Remedial Action Plans,
· A hardcopy of the SPSs is maintained on the floor by the Operations Support Administrative Assistant,
· TOAPs are usually located in the daily Outage Notes.

	Phase

Shifters
	Phase shifters can be used to help with congesting management:

· Putnam – NW/WN transfers to increase transfer capability

· Yellow Jacket – mitigate local congestion and increase W/N transfers

· Big Lake – mitigate local congestion and increase W/N transfers 

· Firerock ETT – mitigate local congestion and increase W/N transfers

· Nelson Sharp – valley import during outages

· Hamilton Road – control wind export issues from McCamey area and occasionally Laredo import issues during outages

· North Laredo – control Laredo import issues during outages

	Review Planned Outage Notes

	1
	Review daily outage notes:

IF:

· Outage notes recommend slower moving Resources to be lowered to maintain system security; 
THEN:

· Consider taking a real-time snap shot to determine where Resource(s) are needed before outage is taken
· Use the manual override to step down Resource(s)

· Once Resource(s) are down to where snap shot showed, release manual overrides, give approval for switching and activate SCED constraint.

	Log
	Log actions taken.

	Evaluate Real Time Contingency Analysis (RTCA) Results

	1
	IF:

· SE and/or RTCA is  not solving; 

THEN:

· Notify Shift Engineer, 

IF:

· SE and/or RTCA has not solved for 15 minutes,

THEN:

· Refer to section 3.3 “Analysis Tool Outages” in this procedure.

	2
	IF:

· RTCA has run within 10 minutes;
THEN:

· Examine the RTCA contingency violations “Branch” summary, and ensure that no post-contingency branch violation greater than 100% of the emergency rating exists.

	3
	IF:

· A major change of Resource or Transmission Element Status;
THEN:

· Re-start RTCA and VSAT.

	Post-Contingency Overloads

	1
	IF:

· Post-contingency overloads greater than 100% of the Emergency Rating exist;
THEN:

· Determine if the SCADA is of similar magnitude to the Pre-contingency value.
· Example: Review the MW and MVAR flows

	2
	IF:

· Inaccurate;
THEN:

· DO NOT employ congestion management techniques, 
· Notify the Shift Supervisor and Shift Engineer. 

	3
	IF:

· Accurate;
THEN:

· Verify NO SPS (identified as RAS in EMS), RAP, PCAP, TOAP, or MP,
· Refer to “Managing Binding and Exceeded Constraints” of this Procedure.

	4
	IF:

· Post-contingency overloads greater than 100% exist without an SPS (identified as RAS in EMS), RAP, PCAP, or TOAP in place to relieve;
THEN:

· Activate constraints as necessary,
· Lower the value in the % Rating column in RTCAM to tighten the constraint (minimum of 95%),
· Increase the value in the % Rating column in RTCAM to loosen the constraint (maximum of 105%),
· Manually execute the SCED process,
· Refer to “Managing Binding and Exceeded Constraints”.

	5
	IF:

· There is an imminent threat to the reliability of the ERCOT system, caused by a Qualifying Facility (QF), and ERCOT decides to order the QF offline or to operate below its LSL;
THEN:

· Issue VDI to the appropriate QSE(s),

· Choose “DECOMMIT/ERCOT REQUESTED QF OPERATE BELOW LSL” as the Instruction Type from Resource level
· Issue an Emergency Notification via Hotline call to TOs, 
· Instruct the Real-Time Operator to make Hotline call  to QSEs,

· Post message to MIS Public using Notice Builder.
Typical Script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing an Emergency Notice due to an immediate threat to the reliability of the ERCOT system that required directing a Qualifying Facility [offline/operate below its LSL].  [TO] please repeat this back to me.  That is correct, thank you.”

	6
	IF:

· Post-contingency overloads greater than 100% of the “15-Minute Rating” exist with a RAP in place to relieve;
THEN:

· Activate constraints as necessary to reduce the predicted post-contingency loading to no more than 100% of the “15-Minute Rating”;
IF:

· Constraint needs to be controlled within the next 5 minutes;
THEN:
· Manually run RTCA after activating the constraint then the constraint will be passed to SCED immediately,

· Manually execute the SCED process,

· Refer to “Managing Binding and Exceeded Constraints”.

	7
	IF:

· Any RTCA results predict a Facility Rating will exceed post-contingency loading of 125% or greater of the facility’s Emergency Rating, this is considered to be a potential IROL;
THEN:

· Refer to section 4.2 “Potential IROL’s”. 

	8
	Periodically check the Base Case violations for Thermal overloads:
IF:

· A valid Thermal overload exists in Real-Time;
THEN:

· Activate constraints as necessary,

· Manually run RTCA after activating the constraint then the constraint will be passed to SCED immediately,

· Manually execute the SCED process,

· Refer to “Managing Binding and Exceeded Constraints”,

· Take additional manual actions as necessary up to and including shedding firm load to alleviate System Operating Limit violations.

	9
	Periodically check the “Contingency Solution Results” display:
IF:

· Unsolved contingencies exist;
THEN:

· Run the State Estimator again,
· If unsolved contingencies remain, notify the Shift Engineer,
· If there are known reasons that the contingency is unsolved, notify the Shift Engineer to verify system conditions have not changed.

	ONTEST
	Resources with a Resource Status of ONTEST, may not be issued dispatch instructions except:
· For Dispatch Instructions that are a part of the testing; or

· During conditions when the Resource is the only alternative for solving a transmission constraint (would need QSE to change Resource Status); or

· During Force Majeure Events that threaten the reliability of the ERCOT System. 

	QSGR
	Market Operation>Real-Time Market>SCED Displays>DSI Displays>DSI Data Processes>DSI Operator Manual Overide HDL And LDL 
IF:

· A Quick Start Resource is needed and not given SCED base points;

THEN:

· Override LDL to a level greater than or equal to the COP LSL
· DO NOT override while SCED is running), 
· Notify QSE as time permits.

	Not Dispatchable to SCED
	REVIEW REFERENCE DISPLAY:

EMS Applications>Generation Control>Resource Limit Calculation>RLC Unit Input Data and RLC Unit Output Data
WHEN:

· A QSE has telemetered more A/S on a specific Resource that is greater than their HSL, OR

· A Resource is generating more than their telemetered HSL; 

THEN:

· SCED will set the HDL=LDL=MW making the Resource undispatchable,

· Request the QSE to make corrections to telemetry (Resource status, Resource limits, A/S responsibilities, etc)

· Disregard WGRs unless transmission constraint is active.

	Transmission Issues in the Areas of the CFE DC-Ties

	1
	IF:

· Contingencies or unsolved contingencies cannot be corrected with congestion management techniques and additional generation is not available to bring on;
THEN:

· Determine if there are export schedules over the CFE Ties that would help alleviate the situation if curtailed.

	2
	IF:

· DC-Tie schedules can be curtailed;
THEN:

· Notify the ERCOT DC Tie Operator to curtail the schedule(s), specifying the time and amount,
· Issue a Transmission Watch (if schedule needs to be cut immediately) 
· Make Hotline call 

· Make notification on MIS Public using Notice Builder
· Notify Real-Time Desk to make Hotline call to QSEs
· Notify Shift Engineer to update limit postings on MIS.
Typical Script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing a Transmission Watch due to a post contingency loss of (name of contingency) overloads (name of overloaded element) resulting in curtailment(s) over the [name] DC-Tie.” [TO] please repeat this back to me.  That is correct, thank you.”

Edit script as needed to fit situation.

	Managing Binding and Exceeded Constraints

	NOTE
	One of the key tasks is to properly monitor and manage transmission constraints.  The Operator must keep track of non-binding constraints that have flows approaching their limits and must be prepared to take action if the constraint is exceeded.

	Input

Displays
	Each constraint activated in TCM is automatically passed to SCED DSI and can be verified on the following MMS displays:

· EMS/TCM Constraint List,
· EMS/TCM Constraint: Generator Shift Factors

	1
	IF:

· No shift factors are passed for the constraint;
THEN:

· Contact Help Desk and control room staff,

· Determine the need for resolving the constraint by overriding LDL (hold up) and/or HDL (hold down)
· DO NOT override while SCED is running
· DO NOT override a Resource ONTEST,
· Notify QSE as time permits.

	Output

Displays
	Once SCED has completed its run, check the validity of the binding/exceeded constraints, limits, maximum shadow price, and current real-time flows on the following displays:

· DSP Constraint Summary,
· DSP Suggestion Plan (if need for exceeded constraints).

	2
	IF:

· The transmission element flows are greater than the limit (exceeded); 

THEN:

· Verify that the SCED executions are reducing the flows on the subject constraints,

· Investigate units with large shift factors that are not being moved or are not following base points,

· Create a “Suggestion Plan” for the constraint,

· Instruct Shift Engineer to consult with the appropriate TO(s) to determine if there is a network re-configuration or post-contingency switching action that could be used to resolve the exceedance.

	Log
	Log all action taken.

	SCED not able to Solve Congestion (reaching shadow price cap)

	NOTE
	Market Operation>Real-Time Market>SCED Displays>DSP Displays>DSP Constraint Summary

Review the DSP Constraint Summary display, a constraint has reached its max shadow price cap when the Flow (MW) is higher than Limit (MW).

	1
	Steps that may be taken to resolve congestion when a transmission constraint is exceeded in SCED after the Shadow Price reaches price cap include:

· Verify telemetry is correct,

· Verify base points are being followed,

· Redistribute A/S to increase the capacity available to SCED,

· Instruct QSE to remove the appropriate A/S and to update telemetry,

· Notify Resource Operator with undeliverable A/S type, amount and hours from the Resource(s),

· Removing a unit from ONTEST,

· Commit/decommit additional units,
· Formulate a mitigation plan which may include

· Transmission reconfiguration (switching)

· Load rollover to adjacent feeders

· Load shed plans,

· Re-dispatch generation through overriding HDL/LDL when  there is no SCED solution and one is not coming within an hour,  
· DO NOT override while SCED is running
· DO NOT override a Resource ONTEST 
· Notify QSE of override (this could exceed ramp rate)
· Release binding constraint

· Post message on MIS

Typical Posting Script:
ERCOT is taking manual actions for XXXX constraint.

	QSE Requests to Decommit a Resource

	1
	IF:

· Notified by the Resource/RUC Operator of a request to decommit a self-scheduled Resource;
THEN:

· Perform a real-time study (if necessary) to determine if ERCOT will remain N-1 secure with the Resource off-line and no additional active constraints for SCED will occur,
· Notify the RUC Operator with determination.

	Managing Congestion during SCED Failure

	1
	IF:
· SCED fails;
THEN:

· Initiate the Emergency Notice Hotline call, AND

· Coordinate with Real-Time Operator to determine if an active transmission constraint is causing the SCED failure.
Typical Script:
“This call requires everyone to remain on the line until it is complete. [TO] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing an Emergency Notice due to the failure of SCED.  [TO] please repeat this back to me.  That is correct, thank you.”

	2
	Trouble Shooting:
IF:

· Transmission constraints are active,

THEN:

· Remove the active constraints one at a time while manually executing RTCA and SCED to determine which constraint is causing the failure.


4.3
West-North Stability Limit
Procedure Purpose: Maintain Transmission stability between the West and North.
	Protocol Reference
	3.10.7.6(3)
	6.5.9.1(1)(e)
	
	

	
	
	
	
	

	Guide Refernce
	
	
	
	

	
	
	
	
	

	NERC Standard
	EOP-001

R4.2
	IRO-002

R6, R8
	IRO-003

R1
	IRO-004

R3

	
	IRO-005-2
R1.2, R1.3, R1.7, R3, R5, R16, R17
	IRO-006

R1, R4
	TOP-002

R10
	TOP-004

R1, R2, R6, R6.6

	
	TOP-006

R5
	TOP-007

R3, R4
	TOP-008

R1
	


	Version: 1 
	Revision: 5
	Effective Date:  April 22, 2011


	Step
	Action

	IROL
	The West – North stability limit is an IROL; The actual flow MUST NOT exceed the limit for more than 30 minutes.  This is a violation of the NERC Reliability Standards.

	NOTE
	If unexpected changes to system conditions occur between 1700 – 0900 that result in a large limit change from the day-ahead GTL posting:

· Declare a Watch by posting on MIS
· Make Hotline call to TOs

· Notify Real-Time operator to make hotline call

· Ensure Shift Engineer posts new GTL
Typical Message Script:
“ERCOT has updated the posted West-North GTL limit on the MIS due to an unexpected change on the system.”

	1
	IF:

· The West-North stability limit calculated on the spreadsheet changes value or color;
THEN:

· Verify the value is accurate and update limit on RTMONI to give transparency to Market Participants,
· Monitor as needed to the value shown on the spreadsheet.

	NOTE
	A table which is enterable by the operator has been added for the calculation on the “W-N Stability” spreadsheet.
· To update the spreadsheet when any PSS is forced offline in the West zone.
· Open the Summary tab to verify units

· Enter 0 = PSS is offline, 1 = PSS online for each resource change.
It allows the operator to “turn off” a unit when a QSE reports the PSS is out of service which lowers the stability limit. 

	2
	IF:

· The monitored flow on the Stability-WN monitor is approaching 70%;
THEN:
· Activate the West-North constraint,
· Post message on MIS Public using Notice Builder,
Typical Message Script:
“ERCOT is constraining for the West-North stability limit.”

	3
	Once wind output is controlled, keep constrained around 80% – 85%

IF:

· West – North exceeds 100% for 10 minutes;
THEN:

· Instruct QSEs with the largest WGR base point deviation  to zero immediately (violate ramp rate),
· Issue electronic VDI as time permits,
· Notify the control room staff.
Typical Script:
“This is ERCOT operator [first and last name]. The West to North flow is exceeding the stability limit; At [xx:xx] ERCOT is instructing you to take [unit name] to zero effective immediately, which means you may violate your ramp rate.  I will be sending you an electronic VDI shortly.  [QSE] please repeat this back to me.  That is correct, thank you.”

	4
	IF:

· Congestion management techniques fail to control the flow within 20 minutes;

THEN:

· Issue directive to TO to open WGR breaker with the largest WGR base point deviation (refer to Real-Time spreadsheet tab “West Wind”),

· Issue electronic VDI as time permits,

· Notify the control room staff.

	Log
	Log all actions taken.


4.4
North-Houston Voltage Stability Limit
Procedure Purpose:  Maintain Transmission Stability between the North and Houston. 
	Protocol Reference
	6.5.9.1(1)(e)
	
	
	

	
	
	
	
	

	Guide Reference
	
	
	
	

	
	
	
	
	

	NERC Standard
	EOP-001

R2, R4.2
	EOP-003

R1
	IRO-002

R6, R8
	IRO-003

R1

	
	IRO-004

R3
	IRO-005-2
R1.2, R1.3, R1.7, R3, R5, R16, R17
	IRO-006

R1, R4
	TOP-002

R10

	
	TOP-004

R1, R2, R6, R6.6
	TOP-006

R5
	TOP-007

R3, R4
	TOP-008

R1
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	Step
	Action

	IROL
	The North – Houston VSAT Dynamic Voltage Stability Limit is an IROL; The actual flow MUST NOT exceed the limit for more than 30 minutes.  This is a violation of the NERC Reliability Standards,

	VSAT
	· Ensure VSAT runs every 30 minutes,
· Update RTMONI with new limit each time it changes to give transparency to Market Participants.

	NOTE
	If unexpected changes to system conditions occur between 1700 – 0900 that result in a large limit change from the day-ahead GTL posting:

· Declare a Watch by posting on MIS

· Make Hotline call to TOs

· Notify Real-Time operator to make hotline call

· Ensure Shift Engineer posts new GTL

Typical Message Script:
“ERCOT has updated the posted North - Houston GTL limit on the MIS due to an unexpected change on the system.”

	North-Houston

345kV Circuit Outage
	IF:

· Any of the 345kV lines going into the Houston area has a forced outage;
THEN:

· Manually run the entire sequence of RTNET, RTCA, and RTDCP (VSA) immediately and proceed to the Monitor Step in this procedure.

	Monitor
	Monitor each of the following Reliability Margins: 

· O-H_L

· N-H G

· N-H L

If any of these Reliability Margins fall below the following pre-defined limits, take the appropriate corrective action for each limit and notify the Shift Supervisor.

	≤500MW
	· Request TOs in the affected areas turn on capacitor banks and turn off reactors near the weak busses that are available.

	≤400MW
	· Activate the appropriate constraint,
· Post message on MIS Public using Notice Builder.
Typical Message Script:
“ERCOT is constraining for the North-Houston voltage stability limit.”

	≤300MW
	Market Operation>Real-Time Market>SCED Displays>DSI Displays>DSI Data Processes>DSI Operator Manual Overide HDL And LDL

· Instruct Resource Desk Operator to deploy Non-Spin in the Houston area and make Hotline notification, 

· Issue a Transmission Watch by making a Hotline call and posting on MIS Public using Notice Builder,

· Notify Shift Supervisor to make posting on RCIS.

Typical Script: 
“This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing a Watch for the North-Houston interface.  Non-Spin is being deployed in the Houston area to help mitigate the issue.  [TO] please repeat this back to me.  That is correct, thank you.”

	≤200MW
	VDI QSGR in the Houston area that were not bid in as Non-Spin.  Override LDLs as needed.
· Determine QSRG in the Coast Weather Zone (WZ_COAST)

· Choose “COMMIT” as the Instruction Type from Resource level

	≤100MW
	· Instruct the Resource Desk Operator to deploy Load Resources providing RRS in Houston,
· Issue a Transmission Emergency Notice by making a Hotline call and posting on MIS Public using Notice Builder,
· Notify Real-Time Operator to make same Hotline notification to QSEs,

· Notify Shift Supervisor to make posting on RCIS.
Typical Script: “This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing an Emergency Notice for the North-Houston interface.  Load Resources in the Houston area are being deployed to help mitigate the issue.  [TO] please repeat this back to me.  That is correct, thank you.”

	0MW

≥ 15 Minutes
	· Instruct Centerpoint to drop firm load in 100 MW blocks.

· Continue Transmission Emergency Notice by making a Hotline call and posting on MIS Public using Notice Builder,
· Notify Shift Supervisor to make NXT notification and RCIS posting.
Typical Script for Centerpoint:  

This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is instructing Centerpoint to drop [*** MW] of firm load for the North – Houston stability limit.  Notify ERCOT when this task is complete.  Please repeat this back to me.  That is correct, thank you.”

Typical Script for Hotline: “At [xx:xx], ERCOT is continuing the Transmission Emergency Notice for the North-Houston interface.  Firm Load is being shed in the Houston area to help mitigate the issue.  [TO] please repeat this back to me.  That is correct, thank you.”

	Cancel
	Make appropriate cancellations when back to normal operations.

	Log
	Log all actions taken.


4.5
SPS, RAP, PCAP, MP, and TOAP
Procedure Purpose:  To verify and take corrective action for post-contingency overloads for various conditions.
	Protocol Reference
	5.5.2
	6.5.1.1(a),(c),(e)
	
	6.5.3

	
	6.5.5.2(1)
	6.5.7.1.10
	6.5.7.1.11(1),(4)
	6.5.7.8

	
	6.5.9
	6.5.9.1(1)(d)
	
	7.1

	Guide Reference
	2.8.1
	1.6
	2.6.2
	1.7.1

	
	1.7.3
	
	
	

	NERC Standard
	EOP-001-0
R1, R2, R3.2, R3.3, R4.2
	IRO-003

R1
	IRO-005-2

R1.1,R1.2, R1.3, R1.7, R1.10, R3, R5, R9, R12, R13, R16, R17
	IRO-006-3
R1, R3, R4, R5, R6

	
	IRO-002-1

R6, R8
	IRO-004-1

R3
	TOP-001

R1, R2, R5
	TOP-002-2
R6, R8, R10

	
	TOP-004-1

R1, R6, R6.6
	 TOP-006-1

R3, R5
	 TOP-008

R1, R2, R4
	EOP-003-1 R6, R8

	
	PRC-001-1

R6
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	Step
	Action

	NOTE
	The electronic copy for the SPSs, RAPs, PCAPs, and MPs are to be considered current.  Should a conflict exist between the electronic and hard copy, the electronic version is to be used.

The electronic version is located at  P:\Remedial Action Plans

	NOTE
	Special Protection Schemes (SPS) (identified as RAS in EMS) OR Remedial Action Plans (RAP)

· EXAMINE the results of RTCA,
· If the background has a color indicating a SPS or RAP,  

· Refer to Section 3.6 of the Desktop Reference Guide for actions to be taken based on the color of the background.

	Directives
	All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Log
	Log all actions taken.

	Special Protection Systems (SPS) (Identified as RAS in EMS)

	NOTE
	Real Time Contingency Analysis (RTCA) indicates a Post Contingent overload(s) on a Contingency in which the SPS will not mitigate all the overloaded elements automatically.  In this case, Congestion Management techniques will be utilized to return the system to the state in which the SPS was designed to automatically relieve the overload.

	NOTE
	Use caution when adjusting the tolerance setting <100% in RTCA.  If the post-contingency loading on an element monitored by an SPS is above the tolerance threshold, but below the activation point of the SPS (100%), the RTCA result will be as if there is no SPS associated with the contingency.  In this scenario, congestion management is not needed until the criteria in Section 3.6 of the Desktop Reference Guide, is met.

	Monitor
	Each SPS will be displayed on the “Real Time Values” spreadsheet, as the SPS activation threshold increases the display changes color as follows:

· Greater than 80% but less than 90% turns Orange
· Greater than 90% turns Red

	1
	Typically SPSs are to solve post-contingency overloads on the Transmission System.

IF:

· The Transmission system topology has temporarily changed due to outages (planned or forced) that affects an SPS;
THEN:

· Utilize congestion management techniques to prevent any known SPS from operating in a pre-contingent state.

	2
	IF:

· RTCA indicates a post-contingency overload(s) on a contingency in which the SPS will not mitigate all the overloaded elements automatically;
THEN:

· As system conditions warrant, utilize congestion management techniques to relieve the overload.

	3
	IF:

· No reliability issues will arise as a result of a SPS’s operation;
THEN:

· At the Operator’s discretion, allow the SPS to perform its function.

	4
	IF:
· A WGR SPS on the “Real Time Values” spreadsheet is greater than 90%;

THEN:
· Active the appropriate generic constraint in TCM.

	5
	IF:

· An SPS operates;
THEN:

· Notify affected TO to reset SPS as system conditions warrant, 
· Notify Shift Supervisor of the need for a Texas RE Report if generation disconnected from the grid or a transmission line tripped.

	SPS
Posting
	All SPSs are considered in-service unless otherwise notified by the TO.  If the SPS is out of service, ERCOT will post the information on MIS Public using Notice Builder.  Once the SPS is placed back in service, ERCOT will cancel the message.

Typical message:
The [name] SPS has been taken out of service.

	Status

Change
	If notified that an SPS has changed status (taken out or placed in service):

· Send e-mail for notification and have RTCA updated, 

·  
· “OPS Support Engineering”

· “1 ERCOT System Operators”

Typical message:
The [name] SPS has been taken out of service.
The [name] SPS has returned to service.

	Remedial Action Plan (RAP)

	1
	TCM DOES NOT model RAP when generating constraints so they tend to over-constrain at 100% of emergency rating instead of 100% of the 15min rating.
· Activate constraints as necessary,
· Lower the value in the % Rating column in TCM to tighten the constraint (minimum 95%),
· Increase the value in the % Rating column in TCM to loosen the constraint (maximum 105%).

	2
	IF:

· A RAP exists for the contingency;
THEN:

· Review the RAP with the associated TO,
· Notify the Shift Supervisor of the anticipated actions.

	3
	IF:

· The contingency anticipated by the RAP takes place;
THEN:

· Direct the implementation of the RAP,
· Respond to requests made by the TO in accordance with the RAP,
· If necessary, continue to use additional congestion management methods,
· When the contingency clears, notify the TO as soon as possible.

	Pre-Contingency Action Plan (PCAP)

	CAUTION
	Pre-Contingency Action Plans (PCAPs) are designed to be enacted before the contingency occurs.  These actions may be taken to increase transmission transfer capability.

	1
	WHEN:

· RTCA shows a post-contingency overload and a PCAP exists to resolve it;
THEN:

· Review the PCAP with the associated Transmission Operator,
· Notify the Shift Supervisor of the anticipated actions,
· Direct the execution of the PCAP with the associated Transmission Operator.

Typical Script:
“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is instructing [TO] to implement the ****PCAP and [open/close] [breaker(s)].  [TO] please repeat this back to me.  That is correct, thank you.”

	NOTE
	If necessary, use congestion management methods for post contingency loading after initiating the PCAP.

	2
	IF:

· Any PCAPs are still in use (reviewed each day between 0000 and 0500), AND
· It is determined, in concurrence with the Shift Supervisor that it is no longer needed;
THEN:

· Direct the associated Transmission Operator to return the system to:

· Its normal status, OR

· Its status prior to implementation of the PCAP.

	Mitigation Plan (MP)

	NOTE
	Mitigation Plans (MPs) are pre-determined actions to be taken associated with the occurrence of a specific contingency event if congestion management methods cannot resolve the post-contingency overload.  MPs are designed to be enacted POST-Contingency.  They are NOT pre-emptive congestion management actions.

· With a MP, an operator does not need to declare a Watch for a post contingency overload,
· If a MP is enacted and subsequent congestion management techniques do not control post contingency loading, issue a Watch,
· Make a Hotline call and post Watch message on MIS Public using Notice Builder

	1
	IF:

· RTCA shows a post-contingency overload greater than 100% of the Load Shed Rating;
THEN:

· Attempt to resolve the overload by using congestion management methods  

	2
	IF:

· A MP exists for the contingency;
THEN:

· Review the MP with the associated TO,
· TOP repeats back the directive to verify the plan is understood,
· Notify the Shift Supervisor of the anticipated actions.

	3
	IF:

· A MP does not exist or fails to relieve the overload for this contingency and the Outage Notes do not provide a plan;
THEN:

· REQUEST the Shift Engineer investigate the development of a MP or correct errors in the current plan.

	4
	IF:

· The anticipated contingency takes place;
THEN:

· Direct the implementation of the MP to the TO,
· TO repeats back directive to verify implementation is understood,
· Respond as quickly as possible to requests made by the TO in accordance with the MP,
· If necessary, continue to use congestion management methods for post-contingency loading after initiating the MP.

	5
	WHEN:

· The contingency clears;
THEN:

· Notify the TO as soon as possible.

	Temporary Outage Action Plan (TOAP)

	1
	IF:

· The post-contingency overload is due to a temporary outage on a transmission line(s) or a transmission facility;
THEN:

· Locate the outage in the Outage Notes,
· Implement the associated actions.


5.1
Outages

Procedure Purpose:  Monitor and Respond to various types of equipment outages, both Transmission and Generation, in order to maintain reliability of the ERCOT Grid.
	Protocol Reference

	3.1.1
	3.10.7.5.1 (3)
	3.1.5.1(2)
	3.1.1(2) 

	
	3.1.4.5(2)
	3.1.4.5(1)
	3.1.4.6(2)
	3.1.4.7(2)

	Guide Reference

	
	
	
	

	
	
	
	
	

	NERC Standard
	TOP-003
R1, R4
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	Step
	Action

	NOTE
	ERCOT Operators can only make the following changes in the Outage Scheduler:

· Remove actual start/end time if it is within 2 hours of the time the MP entered the outage,
· Change status,
· Add notes

If a MP needs assistance or is unable to enter their outages, direct them to Outage Coordination.  Outage Coordination has an “Impersonation” certification that will allow them to make the needed changes.

	NOTE
	Forced Outages should be verbally communicated to ERCOT and must be entered into the Outage Scheduler if it is to remain an Outage for longer than two hours.

	1
	IF:
· An Emergency Condition is declared;
THEN:
· Determine if Outages can be returned to service if causing negative impacts to reliability,

· Make a Hotline call and post Emergency Notice message on MIS Public using Notice Builder.

	Monitor Mode

	1
	IF:

· Any outages, either planned or forced, that may require additional monitoring;
THEN:

· Mark the outages in the Outage Scheduler OS Monitored Outage display as deemed necessary,

· Verify that the marked outages are in monitor mode,

· Continue to monitor the marked outages.

	Forced and Unavoidable Extensions

	1
	IF:

· A Forced or Unavoidable Extension is received, review the outage details;
THEN:
· Monitor congestion and make appropriate changes as necessary,
· Determine if it will have an effect on previously approved outages which may be to withdrawn.

	Remedial Switching Action

	Definition
	“Remedial Switching Action” is a Forced Outage sub-type in the Outage Scheduler. ERCOT must approve all Remedial Switching Actions prior to implementation by TSPs.

	< 3 Days in length
	Remedial Switching Actions are limited to a maximum of 3 days.

	> 3 Days in length
	If the Remedial Switching Action is required to remain active for longer than 3 days, a Planned Outage must be submitted to change the position of effected breakers and switches.

	Approve


	IF:

· No issues identified;
THEN:

· Approve the Outage as received.

	Reject
	IF:

· Reliability issues;
THEN:

· Notify Shift Engineer;
· Reject the outage to ensure system reliability.

	Restoration
	Breakers and switches in a Remedial Switching Action must be able to be returned to their normal position within 4 hours or less (this allows for drive time for remote switches w/o SCADA).

	Log
	Log all appropriate information.

	Maintenance Outages

	Definition
	When a Maintenance Outage is received, the Outage Scheduler will determine the correct Level the outage falls into:

· Level 1- Equipment that must be removed from service within 24 hours to prevent a potential Forced Outage;

· Level 2 - Equipment that must be removed from service within seven days to prevent a potential Forced Outage; and

· Level 3 - Equipment that must be removed from service within 30 days to prevent a potential Forced Outage.

	Verify

Level 1
	IF:

· A Maintenance Level 1 Outage is received, review the outage;
THEN:
· Run a study to determine if the outage will cause any reliability issues.

	Approve

Level 1
	IF:

· No issues identified;
THEN:

· Accept the Outage as received.

	Deny

Level 1
	IF:

· Reliability issues;
THEN:

· Coordinate the start of the outage with the TO to ensure system reliability as long as the outage is allowed to start within 24 hours.

	Maintenance Level 2 and 3 Outages
	IF:

· Maintenance Level 2 and 3 outages are received;
THEN:

· DO NOT check the “Accept” box,

· Place the outage in “Study” status, AND
· Notify the Outage Coordination group by e-mail (“OPS Outage Coordination” distribution list).

	Log
	Log all appropriate information.

	Consequential Outages

	1
	WHEN:
· A TO enters the breaker and switch statuses associated with an Electrical Bus;
THEN:
· A downstream topology processor will evaluate the breakers and switches associated with the applicable Electrical Bus to determine if the Electrical Bus is consequentially outaged, and to thereby designate the status of the Electrical Bus.

	Evaluate
	IF:

· The TO has submitted the outage in the Outage Scheduler;
THEN:

· As time permits, perform a study to determine the effects the outage has on the ERCOT system and evaluate the request and verify the Outage meets the applicable requirements.

	No

 Violations
	IF:

· NO, violations of applicable reliability standards exist; 

THEN:

· Approve the request in the Outage Scheduler.

	Yes 
Violations
	IF:

· YES, violations of applicable reliability standards exist; 

THEN:

· Reject the request in the Outage Scheduler.

	Log
	Log all action taken.

	Returning from Planned Outage Early

	1
	IF:
· Notified by a TO or Resource Desk Operator that an outage is returning early from a Planned Outage; 

THEN:
· Monitor congestion and make appropriate changes as necessary.

	Guidelines for Withdrawal of an Outage

	1
	IF:

· Security analysis and/or Operator experience indicates that an “Approved” or “Active” outage may have an adverse impact on system reliability;
THEN:

· Review the restoration time of the outage and if necessary,
· ERCOT may withdraw the outage.

	2
	WHEN:

· ERCOT withdraws an outage via the Outage Scheduler;
THEN:

· Enter an explanation in the “Reviewers Notes” listing the reliability concerns that caused the withdrawal,

· Notify the following, by e-mail, as soon as possible:

· OPS Outage Coordination

· OPS Support Engineering

· 1 ERCOT Shift Supervisors

· Include the following information:

· From Station – To Station (if applicable)

· The planned Start and End date of the outage.

	3
	IF:

· A TO or QSE reports that the outage in question has progressed to a point that withdrawal is not practicable within the outages designated restoration time;
THEN:

· Record this information in the “Outage Scheduler Reviewer’s Notes”,

· Log the outage in the Transmission Security Log,

· Inform the Shift Supervisor,

· Continue monitoring system security,

· Request Shift Engineers to develop Mitigation plan if necessary.

	Approval of an Outage on Transmission Devices of More than one hour duration

	1
	IF:

· A verbal request for permission to remove a transmission device from service for more than one hour is received;
THEN:

· Verify with the TO that the work being done will not prevent the device from being placed back in service immediately if needed,
· As time permits, determine that such operation will not affect the reliability of the Transmission System,
· If outage will cause reliability issues, go to Step 2

· If no impact to the system, go to 3.

	2
	IF:

· System reliability is impacted;
THEN:

· Discuss with the TO the possibility of postponing the outage to a later time OR deny the request.

	3
	IF:

· There is no reliability issue;
THEN:

· Verbally approve for the TO to remove a transmission device from service.
· Instruct TO to make notification when device is place back in service.

	Log
	Log all appropriate information.

	Simple Transmission Outage

	NOTE
	A Simple Transmission Outage is a classification of outage that can be removed from service without effecting LMP prices or causing congestion.  The Outages are limited to the following 3 basic descriptions:

· Expanded Bus Outage

· Generator Breaker Maintenance

· Open-ended Lines
Refer to Section 3.2 of the Desktop Reference Guide.

	1
	IF:

· The outage meets the requirements of a Simple Transmission Outage,

· Has been submitted between 1 and 2 days in advance,

· Has a duration of the outage of 12 hours, AND
· Has a less restoration time of 1 hour or less;
THEN:

· ERCOT will approve or reject within 8 business hours after receipt.

	Opportunity Outages 

	Definition
	An Outage that may be accepted by ERCOT when a specific Resource is Off-Line due to an Outage.

	1
	WHEN:

· An Outage is submitted on a Resource that has an approved Transmission Facilities Opportunity Outage request on file;
THEN:

· A pop up will appear when the Resource outage is entered into the Outage Scheduler. These outages are retained for up to 90 days in the Outage Scheduler.

	Determine
	If Reliability issues are identified

	2
	IF:

· Reliability issues exist;
THEN:

· Coordinate the start of the outage with the TO to ensure system reliability.

	3
	IF:

· No issues identified;
THEN:

· Accept the Outage as received,

· ERCOT must give as much notice as practicable to the TO, 

· The TO may start the approved Outage as soon as practical after receiving authorization to proceed by ERCOT.


6.
General Voltage Guidelines

6.1
Voltage Control

Procedure Purpose:  Ensure adequate voltage levels are maintained throughout the ERCOT grid to prevent a potential voltage collapse.

	Protocol Reference
	3.15
	6.1.7
	6.3.1 (1)
	6.3.2(2)

	
	6.5.1.1(a)&(c)
	6.5.5.1(2) &(3)
	6.5.6
	6.5.7

	
	6.5.7.7
	6.5.9.1(1)(c)
	6.6.7.1
	6.7.6

	
	
	
	
	

	Guide Reference
	2.2.4
	2.7.2(h)(ii)
	2.7.4.1(1)
	2.7.4.3

	
	5.1.4
	
	
	

	NERC Standand
	IRO-005-2
R1.2, R1.3, R1.4
	NUC-001-2

R4.2
	TOP-002-2
R8, R10
	VAR-001-1

R1, R2, R4, R6, R7, R8, R9, R10, R12

	
	VAR-002-1 R3.1
	IRO-002-1

R6, R8
	TOP-004-2

R6.2
	TOP-006-1

R2

	
	EOP-001-0

R4.2
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	Step
	Action

	NOTE
	The intent of this procedure is to verify and take corrective action for voltage issues.  Although the steps within the procedure are numbered, the numbering is for indexing purposes and are not sequential in nature.  The system operator will determine the sequence of steps, or any additional actions required to prevent voltage collapse.

	NOTE
	ERCOT posts the "normal" desired voltage for each generation interconnection.  The current profiles for generators may be found in the 
ERCOT Market Information System (MIS).

Select: Grid> Transmission>Voltage and Dynamic Ratings>Voltage Profiles

Select “Voltage Profiles” Open the current file>Open the xls file.

	NOTE
	All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Assist TOs with Voltage Issues at Nuclear Power Plants

	NOTE
	ERCOT and TOs shall maintain the switchyard voltage at each operating nuclear power plant at a nominal value that does not violate its licensing basis with the Nuclear Regulatory Commission.

	Voltage

Tables
	For Comanche Peak

System
345 kV

138kV

Nominal Voltage

352 kV

141 kV

Tolerance

+2.56% or -3.40%

+2.13% or -4.26%

Maximum Voltage

361 kV

144 kV

Minimum Voltage

340 kV

135 kV

Decordova and Wolf Hollow are points at which generation voltage adjustments can be expected to impact control of Comanche Peak voltage.

For South Texas Project

System
345 kV

Nominal Voltage

362.25 kV

Tolerance

+0% or -6.14%

Maximum Voltage

362.25 kV

Minimum Voltage

340 kV

Calaveras (Spruce), Braunig (Von Rosenberg), DOW, and WAP are points at which generation voltage adjustments can be expected to impact control of STP voltage.

When STP is in an alternate line up, the minimum voltage is 347 kV.  When STP is in an alternate line up without the unit auxiliary transformer, the minimum voltage is 355 kV.  If voltage goes outside the above ranges, notify the STP QSE and inform them that voltage is outside the range and is expected to be within range in [# minutes]. 

Note:  It is STP QSEs responsibility to notify ERCOT when STP is in an alternate line up.

	1
	IF:

· Voltage levels exceed the maximum or minimum levels as stated in the voltage tables;
THEN:

· Coordinate the appropriate voltage control action with the corresponding TO and QSE.

	2
	WHEN:

· Voltage is back to normal range;
THEN:

· Notify the appropriate QSE.

	Voltage Issues

	NOTE
	· Detailed information on the amount of load on Automatic Under-Voltage Load Shedding Schemes (UVLS) can be found in Section 3.9 of the Desktop Guide.
· Generation Resources required to provide VSS may not reduce high reactive loading on individual units during abnormal conditions without the consent of ERCOT unless equipment damages is imminent.

· Major transmission lines shall be kept in service during Light Load as much as possible.  Lines should only be removed after all applicable reactive controls are implements and studies shall that reliability will not be degraded.

	NOTE
	ERCOT Nominal Voltage Levels are 345kV, 138kV, and 69kV.

The general voltage guidelines are as follows (listed in kV):

Nominal Voltage

Operating Limits

Ideal Voltage Range

345

327.75 – 362.25

345 – 359

138

131.1 – 144.9

138 – 144

69

65.55 – 72.45

69 – 71.5



	1
	WHEN:

· Indicated by SCADA alarms, OR

· Notified by a TO of voltage concerns;
THEN:

· Initiate a solution in collaboration with the appropriate TO and QSE in the area.

	2
	When instructing a QSE to raise or lower bus voltage when area TOs have utilized all Static Reactive Power Resources (capacitors, reactors, change in transformer taps) should be as follows:

Typical Script:

“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is instructing [QSE] to [raise or lower] voltage at [specify bus] by [+1 or 2kV or -1 or 2kV] for a target of [target kV].  [QSE] please repeat this instruction back to me.  That is correct, thank you.”

	Exceed
URL
	For multi-generator busses, ERCOT shall not instruct any single Generation Resource to operate beyond its CURL or URL until all On-Line Generation at the same transmission bus have been instructed to their respective CURLs or URLs.

IF:

· Instructing a QSE’s Generation Resource to exceed its Unit Reactive Limit (URL);
THEN:

· Issue a VDI to the QSE for exceeding the URL (Exceed URL VDI). The VDI must include the following:
· Resource name

· Specific voltage set point.  

· Start time

· End time
· Choose “HOLD X VOLTAGE LEVEL” as the Instruction Type from Resource level
· Notify Shift Engineer of instruction, they will be providing analysis to Settlements.

	Reduce
MW
	IF:

· MW output must be reduced to follow a voltage support instruction;
THEN:

· Issue a VDI to the QSE providing Voltage Support Service (VSS VDI).  The VDI must include the following:

· Resource name

· MW level at time of instruction

· MW level Resource needs to move to for Voltage Support

· Start time 

· End time 
· Choose “STAY AT/ABOVE X MW/MVAR LEVEL” or “STAY AT/BELOW X MW/MVAR LEVEL” as the Instruction Type from Resource level
· Notify Shift Engineer of instruction, they will be providing analysis to Settlements.

	QSE

Performance
	Maintain a log of QSEs acknowledgements of Dispatch Instructions concerning scheduled voltage or scheduled Reactive output requests.  QSEs responding in less than two minutes from the time of issuance shall be deemed satisfactory.

	Voltage Security Assessment Tool (VSAT)

	NOTE
	VSAT and RUC perform full AC analysis of all contingencies.  

	NOTE
	The North – Houston VSAT dynamic stability limit is an IROL; the actual flow MUST NOT exceed the limit for more than 30 minutes.  This is a violation of the NERC Reliability Standards.  Please refer to procedure XX.

	1
	IF:

· VSAT has not run in the last 80 minutes, OR
· S-H or N-H 345kV circuit has a forced outage, OR
· VSAT is indicating “Abnormal”, “Unavailable”, or “Partial” status;
THEN:

· Rerun the RTNET, RTCA, and RTDCP (VSA).  If no change, then:

· Notify the Shift Supervisor and Shift Engineer

· As deemed necessary make the following Hotline call.

Typical Script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  ERCOT is experiencing problems with the Voltage Stability Analysis program.  Maintain voltage levels as required by your procedures and notify ERCOT of any voltage issues within your system.  [TO] please repeat this back to me.  That is correct, thank you.”

	2
	IF:

· Any of the monitored VSAT scenario results approaches the Reliability margin listed in the table below;
THEN:

· Manually rerun the entire sequence of RTNET, RTCA, and RTDCP (VSA) more frequently than the periodic scheduled VSAT run.

· Confirm VSAT indicates either “Normal” or “Pending”.

Reliability Margin Table

Scenario Name

Safety Margin

O-CORP_L

75MW

O-HOUS_L

200MW

O-DFW_L

200MW

S-H_G

200MW

S-H_L

200MW

N-H_G

200MW

N-H_L

200MW

O-VALL_L

75MW

HHGT_G-O

0MW



	For HHGT_G-O
	For HHGT_G-O:

Instruction the QSE to raise or lower bus voltage:

Typical script: 

“This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is instructing [QSE] to [raise or lower] voltage at [specified bus] by (+ 1 or 2 kV or – 1 or 2 kV) for a target of [target kV] [QSE] please repeat this instruction back to me.  That is correct, thank you.”

	3
	IF:

· VSAT indicates that a Reliability Margin may be exceeded;
THEN:

· Determine if the Extra-Interface Limit pre-contingency value is less than the Safety Margin on the table in the previous step.

· If no, no further action is required.

· If yes, go to Step 4.

	4
	Determine the contingency status in RTCA (solved/unsolved).IF:

· Solved,

· Have Shift Engineer verify if the problem is real,

· If real, request information on weak bus,

· Request the TO in the affected area turn on capacitor banks and turn off reactors near the weak busses.

· If not real, no further action is required.

· Unsolved,
· Notify Shift Supervisor and Shift Engineer

· Manually dispatch fast ramp generators to increase generation in weak bus area.

· If all online units are at maximum capacity

· Instruct HRUC Operator to commit additional resources in the weak bus area that are available.

	5
	WHEN:

· Capacitor banks are placed in service;
THEN:

· Rerun VSAT with new topology.

	6
	Determine if the Extra-Interface Limit pre-contingency value is greater than the Reliability Margin Value.

IF:
· The Extra-Interface Limit pre-contingency value is greater than the Reliability margin;
THEN:

· No further action is required.

OR

IF:

· The Extra-Interface Limit pre-contingency value is less than the Reliability margin;
THEN:

· Determine if there are more units available in the affected area, AND
· Repeat the process starting with Step 4.
If no additional generation is available, continue.

	7
	IF:

· No additional generation is available;
THEN:
· Ensure that the OPS Support Engineering group has been contacted to devise a Mitigation Plan.

	Power System Stabilizers (PSS) & Automatic Voltage Regulators (AVR)

	NOTE
	Each QSE’s Generation Resource providing VSS shall operate with the unit’s Automatic Voltage Regulator (AVR) in the voltage control mode unless specifically directed to operate in manual mode by ERCOT.

	NOTE
	Operations Support will keep a spreadsheet with the current status of each PSS and AVR.  This data can be viewed at ERCOT SharePoint > Operations Support > AVR AND PSS Status

	1
	WHEN:

· Notified by a QSE of a change in status with any PSS or AVR;
THEN:

· Instruct the QSE to manually adjust VAR output as required to maintain voltage set-point until the AVR is back in service,
· Notify the appropriate TO of the change in status, if not already done so by QSE,
· Enter the status change information into the ERCOT Logs,
· Log type of either “PSS” or “AVR”.  

· Include the company name, the name of the person spoken with, and reason (if device is being placed in or taken out of service).

· Include that the TO has been notified of change in status

· Copy and paste the log entry into an e-mail and send to

· “Operations Analysis”

· “OPS Support Engineering”

· “1 ERCOT System Operators”

	2
	A table which is enterable by the operator has been added for the calculation on the “W-N Stability” spreadsheet.

To update the “real time values” spreadsheet when any PSS is forced offline in the West zone:

· Open the Stability Limit tab to verify units,

· Enter 0 = PSS is offline; 1 = PSS online for each resource change.

It allows the Operator to “turn off” a unit when a QSE reports the PSS is out of service which lowers the stability limit.


7.1
Market Notices

Procedure Purpose: Guidelines for issuing Emergency Conditions and the four possible levels: Operating Condition Notices (OCN), Advisories, Watches, and Emergency Notices.
	Protocol Reference

	6.3.2(3)(a)(i)(ii)
	6.5.7.1.10(3)(c)
	6.5.9.2(1)
	6.5.9.3

	
	6.5.9.3.1
	6.5.9.3.2
	6.5.9.3.3
	6.5.9.3.4

	
	3.1.4.6(2)
	6.3.3
	3.1.4.7(1)
	

	Guide Reference

	4.2.1
	4.2.2
	4.2.3
	4.2.4

	
	
	
	
	

	NERC Standard
	COM-002

R2
	EOP-001

R4.1
	IRO-005-2
R1.10
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	Step
	Action

	OCN

	1
	As directed by the Shift Supervisor or when appropriate, issue an Operating Condition Notice (OCN).  The OCN can be issued for any of the following reasons or to obtain additional information from Market Participants.
· There is a projected reserve capacity shortage that could affect System reliability and may require more Resources
· There is a Tropical Storm/Hurricane in the Gulf. Either entering the Gulf or a newly formed storm projected to impact Texas according to the “National Hurricane Center” (http://www.nhc.noaa.gov)
· A cold front is approaching with temperatures anticipated to be in mid to low 20o F range and maximum temperature expected to remain near or below freezing impacting 50% or more of major metropolitan areas

· Wet weather, such as a tropical storm making land fall

· Unplanned Transmission Outages that may impact System reliability

· When adverse weather conditions are expected, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness

	Advisory

	1
	As directed by the Shift Supervisor or when appropriate, issue an Advisory.  The Advisory can be issued for any of the following reasons or to obtain additional information from Market Participants.
· There is a Tropical Storm/Hurricane in the Gulf. Currently projected to impact Texas according to the “National Hurricane Center” http://www.nhc.noaa.gov
· When conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term operating reliability
· ERCOT may exercise its authority, in such circumstances, to increase Ancillary Service requirements above the quantities originally specified in the Day-Ahead in accordance with procedures
· When weather or conditions require more lead-time than the normal Day-Ahead Market (DAM) allows

· Transmission system conditions are such that operations within first contingency criteria are not likely or possible because of Forced Outages or other conditions

· Loss of communications or control condition is anticipated or significantly limited

· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request

	Watch

	1
	As directed by the Shift Supervisor or when appropriate, issue a Watch.  The Watch can be issued for any of the following reasons or to obtain additional information from Market Participants.
· There is a hurricane in the Gulf and an expected landfall in Texas affecting grid reliability - http://www.nhc.noaa.gov
· A cold front has arrived with temperatures anticipated to be in mid to low 20°F range and maximum temperature expected to remain near or below freezing impacting 50% or more of major metropolitan areas.
· A transmission condition has been identified that requires emergency energy from any of the CFE DC-Ties.
· Conditions have developed such that additional Ancillary Services are needed in the Operating Period.
· Insufficient Ancillary Services or Energy Offers in the DAM or in SASM.
· Market-based congestion management techniques embedded in SCED will not be adequate to resolve transmission violations.
· Forced Outages or other abnormal operating conditions have occurred, or may occur that require operations with active transmission violations.
· The need to immediately procure Ancillary Services from existing offers.
· ERCOT may instruct TOs to reconfigure ERCOT System elements as necessary to improve the reliability of the ERCOT System.
· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request.
· ERCOT varies from time-line for DAM/DRUC.

	Emergency Notice

	1
	As directed by the Shift Supervisor or when appropriate, issue an Emergency Notice.  The Emergency Notice can be issued for any of the following reasons or to obtain additional information from Market Participants.
· SCED fails to reach a solution.
· Loss of Primary Control Center Functionality.
· Load Resource deployment for North-Houston voltage stability.
· ERCOT cannot maintain minimum reliability standards during the Operating Period using every Resource practically obtainable from the market.
· ERCOT forecasts an inability to meet applicable reliability standards and it has exercised all other reasonable options.
· A transmission condition has been identified causing unreliable operation or overloaded elements.
· A severe single contingency event presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to load, and/or overload of critical transmission elements and no practicable resource solution exists.
· ERCOT has determined a fuel shortage exists that would affect reliability.
· ERCOT varies from timing requirements or omits Day-Ahead or Adjustment Period and Real-Time procedures (HRUC/SCED).

	Scripts

	Hotline
	Communications must specify the severity of the situation, the area affected, the areas potentially affected, and the anticipated duration of the Emergency Condition.

Notify TOs of Notice:
Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing a [state Notice type] for [state reason].  [TO] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Post
	· All notices must be posted on the MIS Public using Notice Builder.
· 
· For “free form” messages, the “Notice priority” will be specified as follows:

· OCN type messages – low priority

· Advisory/Watch type messages – medium priority

· Emergency type messages – high priority

	Log
	Make log entry.


7.3
Restore EEA Levels
Procedure Purpose:  To restore the ERCOT grid to normal state as system conditions warrant while recovering from an EEA event.

	Protocol Reference

	6.5.9.4.3
	
	
	

	
	
	
	
	

	Guide Reference

	
	
	
	

	
	
	
	
	

	NERC Standard
	
	
	
	

	
	
	
	
	


	Version: 1 
	Revision: 2
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	Step
	Action

	Restore Firm Load

	1
	IF:

· Sufficient Regulation Service exist to control to 60 Hz, AND
· Physical Responsive Capability supplied from generation is greater than 1375 MW;
THEN:

· Using the Hotline, notify all TOs of firm load restoration.

Typical Script when only restoring a portion of the firm load: 
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], “at [xx:xx], ERCOT is instructing all Transmission Operators to restore their share of [amount] MW leaving [amount] MW still off.  Report to ERCOT when this task is complete.  [TO] please repeat this back to me.  “That is correct, thank you.”

OR

Typical Script when restoring all firm load: 
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], “at [xx:xx], ERCOT is instructing all Transmission Operators to restore all firm load.  Report to ERCOT when this task is complete.  [TO] please repeat this back to me.  “That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	Verify and log that all measures have been implemented.

	Move from EEA Level 3 to EEA Level 2B

	1
	IF:

· Sufficient Regulation Service exist to control to 60 Hz, AND
· Physical Reserve Capability supplied from generation is equal to 1375 MW, AND

· All firm load has been restored;
THEN:

· Using the hotline, notify all TOs of the reduction from EEA 3 to EEA 2B:
· Notify the TOs that Load Resources are being restored (if restoring Load Resources and EILS together, see script in 3a).
· Rescind distribution voltage reduction measures as appropriate.
Typical script: 
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is moving from EEA 3 to EEA 2B.  All Load Resources are being recalled.  Any TO that implemented distribution voltage reduction measures can return to normal operation”. [TO] please repeat this back to me.  “That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	Verify and log that all measures have been implemented.

	Move from EEA Level 2B to EEA Level 2A

	1
	IF:

· The system can maintain Physical Responsive Capability equal to or greater than 1750 MW, AND
· All Load Resources have been instructed to be recalled, AND
· Sufficient Regulation Service exists to control to 60 Hz;
THEN:

· Using the hotline, notify all TOs that EILS are being restored.
Typical script for recalling Load Resources and EILS: 
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is moving from EEA 2B to EEA 2A.  All Load Resources and EILS are being recalled.  [TO] please repeat this back to me.  That is correct, thank you.”
OR

Typical script for recalling EILS: 
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is moving from EEA 2B to EEA 2A.  All EILS are being recalled.  [TO] please repeat this back to me.  That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	Verify and log that all measures have been implemented.

	Move from EEA Level 2A to EEA Level 1

	1
	IF:

· The system can maintain Physical Responsive Capability equal to or greater than 2300 MW AND
· All Load Resources and EILS have been instructed to be restored;
THEN:

· Using the hotline, notify all TOs of the reduction from EEA 2A to EEA 1,
· If BLTs were implemented, restore.

Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is moving from EEA 2A to EEA 1, [if Block Load Transfers have been executed please coordinate with ERCOT to restore them as system conditions permit]. [TO] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Move from EEA Level 1 to EEA 0

	1
	IF:

· The system can maintain Physical Responsive Capability equal to or greater than 2300 MW, AND
· All uncommitted units secured in EEA 1 can be released, AND
· Emergency energy from the DC Ties is no longer needed; 

THEN:

· Using the hotline, notify all TOs of the reduction from EEA 1 to EEA 0.

Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is terminating EEA.  A Watch still remains in effect.  [TO] please repeat this back to me.  “That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Cancel Watch

	1
	WHEN:

· Physical Responsive Capability is equal to or greater than 3000 MW, AND
· Non-Spin has been recalled;
THEN:

· Cancel Watch
Typical script:
“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is canceling the Watch for Physical Responsive Capability.  Physical Responsive Capability is now above 2500 MW.  [TO] please repeat this back to me.  That is correct, thank you.”
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