Power Operations Bulletin # 532
ERCOT has posted/revised the Shift Supervisor Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
4.2
Unannounced Resource Testing

Procedure Purpose: This procedure provides direction and guidelines for conducting unannounced testing of resources.
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	Step
	Action

	Unannounced Resource Testing

	NOTE
	· Operations Analysis will provide the list of resources to be tested.
· The list of units [Season] is located on P:\SYSTEM OPERATIONS drive in the Performing Unannounced Unit Testing folder.
· In addition, the Shift Supervisor may request at his discretion an unannounced test of any resource, other than Hydro, Wind and Nuclear-fueled Generation Resources.
· Tests may be conducted as they best fit within the activities of the ERCOT Control Room, a minimum of 4 resources per week.
· The resource to be tested must be on-line before beginning the test.
· To identify potential congestion it may be necessary to conduct a Security Analysis Study using a Powerflow Base Case or Real-time Snap shot of the System. 
· Operations Analysis will complete the following items:
· Current Seasonal HSL(Net MW)
· 30 Min Avg Real Time Telemetry (MW)
· Additional Comments
· Overall Test Results

	Caution
	· DO NOT perform an unannounced Generation Resource test during a Watch or EEA event.
· If an unannounced Generation Resource test is underway when a Watch or EEA event commences, the test may be cancelled.

	VDI
	When performing a test, use the Electronic VDI tool:

ISSUE: 

· VDI to QSE

· Choose “UNANNOUNCED CAPACITY TEST (NOTE IF RETEST)” as the Instruction Type from Resource level

· Instruct QSE to telemeter the Resource “ONTEST”

· In text, state “RETEST” if applicable



	Testing 
Rules
	ISSUE a VDI instructing the resource to the HSL it has reported in its Resource Plan.  If conducting a re-test, make sure “Re-test” is on the VDI.  The QSE has the following time to reach its HSL, depending on its output when the test begins:

· At LSL – 60 minutes to reach 90% of HSL, and an additional 20 minutes to reach HSL
· Between LSL and 50 % of HSL – 60 minutes to reach HSL
· Above 50 % of HSL – 30 minutes to reach HSL
Typical script:
“This is ERCOT operator [first and last name]. ERCOT is issuing VDI at [time] to perform an Unannounced Unit Test.  Increase [Resource] to the current QSE’s telemetry HSL as shown.  The [Resource] will have [XXX] amount of time to reach the reported HSL.  Once the [Resource] has met the time requirement or reached its HSL, HOLD [Resource] at its HSL for at least 30 minutes.  [QSE] please repeat this back to me.  That is correct, thank you.”

The QSE will release all Ancillary Service obligations carried by the unit to be tested and change the Resource status to “ONTEST.”
When the resource reaches its HSL, HOLD that resource at its HSL for at least 30 minutes.  NOTIFY the QSE that the test is complete, and RELEASE the resource from its VDI.

If the resource fails to reach its HSL within the time frame, CONTINUE TO HOLD the resource for at least 30 minutes, and LOG this in the ERCOT logs.  NOTIFY the QSE that the test is complete, and RELEASE the resource from its VDI.

Typical script:
“This is ERCOT operator [first and last name]. ERCOT is releasing VDI at [time].  The Unannounced Unit Test is complete for [Resource].  Submit the results from the test within 24 hours.  [QSE] please repeat this back to me.  That is correct, thank you.”

COMPLETE the ERCOT values on the Unannounced Seasonal Generation Verification Test via the NDCRC application on the ERCOT MIS in a reasonable timeframe.

MIS>Applications>NDCRC

	Retest
	QSE can request a retest up to two times per month:
· If approved, a QSE-requested retest will take place either: 
· Within the first twenty-four (24) operating hours of the designated Generation Resource after the request for retest, OR 
· Three (3) Business Days after the request for retest
· Any VDI issued as a result of a QSE-requested retest will be considered as an instructed deviation only for compliance purposes.
ISSUE: 

· VDI to QSE

· Choose “UNANNOUNCED CAPACITY TEST (NOTE IF RETEST)” as the Instruction Type from Resource level

· Instruct QSE to telemeter the Resource “ONTEST”

· In text, state “RETEST”

	Completion
	INSTRUCT:
· QSE

· That the VDI issued has ended

· Instruct QSE to telemeter the proper Resource status

	Notify
	Notify test completion by e-mail (include resource(s), date and time)

· Operations Analysis
· Shift Supervisors


5.1
Providing Technical and Operational Support
Procedure Purpose: Technical and operational support duties for the Shift Supervisor
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The Shift Supervisor is responsible for ensuring operations are in compliance with ERCOT Protocols, NERC Reliability Standards, Operating Guides, and Operating Procedures.  The Shift Supervisor must have a very good understanding of the ERCOT Protocols, Operating Guides, and NERC Reliability Standards.

The Shift Supervisor may consult with Operations Support, Operations Analysis, Market Operations, or any resource he deems necessary to resolve and clarify market related issues.  He/She will assist the System Operators in resolving market issues.

The Shift Supervisor, representing the RC function, has the authority to veto any planned outages to analysis tools, including final approval for planned maintenance such as database loads, site failovers, etc.  This authority to veto also applies to Market Participants planned outages of telemetering, control equipment, and associated communication channels when reliability of the grid is in jeopardy.  

The Shift Supervisor also monitors and ensures that adequate coordination between the ERCOT Region, SPP and CFE is maintained.  To this effect the Shift Supervisor monitors the communications and coordination between the DC-Tie Operator and SPP and CFE.

The Shift Supervisor is responsible for running primary operations from the Alternate Control Center once per month.  This is to ensure all desks are functional in the case of an emergency.

The Shift Supervisor has the authority to coordinate additional support to assist during emergencies, system and weather related disturbances, and high demand periods as deemed necessary.  Support may be required from Operations Support, Operations Analysis, Market Operations, Outage Coordinators, and System Operators assigned to the Alternate Control Center.  The Shift Supervisor also has the authority to assign temporary duties to this additional support staff.

Finally, other Shift Supervisor duties may require the on-shift Shift Supervisor to leave the Control Center from time to time.  On these occasions, the Shift Supervisor may delegate his duties to another system operator on a temporary basis.  The Shift Supervisor shall remain in contact and accessible to the control center via available communication means.

7.1
Abnormal Events

Procedure Purpose:  To provide guidance for those events outside normal operating parameters.
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	Step
	Action

	NOTE
	· The ERCOT Shift Supervisor will act as the main contact and answer inquiries between the control room and other ERCOT operations groups during abnormal events
· See Phone Book at Shift Supervisor’s Desk

	System Disturbance

	NERC
	ERCOT ISO shall fully restore the minimum Contingency Reserve requirement of the ERCOT Region’s largest single contingency (1354 MW) as soon as practical.

Within 90 minutes, ERCOT ISO will restore Responsive Reserves to 2300 MW or greater.  This 90 minute restoration period begins at the end of the disturbance recovery period.

	1
	IF:

· A system disturbance causes the ERCOT system to violate the Single Contingency Secure status,
THEN:
· VERIFY that the System Operators take all actions necessary as described in the ERCOT Operating Guides.

	2
	IF:
· The system disturbance cannot be normalized with current on-shift staff,
THEN:

· IDENTIFY and ASSIGN additional System Operators, Operations Support, Operations Analysis, or Market Operations staff to assist in normalizing the system condition.

	3
	The ERCOT Shift Supervisor will ISSUE Emergency Communications & Notifications to ERCOT staff and management in accordance with Section 2.1 of the Desktop Guide.

	Degraded Weather 

	1
	WHEN degrading weather conditions are forecasted, VERIFY that the System Operators on the Transmission & Security and Resource desks issued corresponding weather Operating Condition Notice (OCN), Weather Advisories, and Weather Watches as required by the Operating Guides.

	2
	MONITOR ERCOT reserves and Ancillary Services capacities during degraded weather periods such as extreme heat, severe thunderstorms/tornado warnings and verify a SASM is initiated as necessary.

	3
	IF:
· Forecasted weather conditions are extreme, and is deemed necessary,
THEN:

· IDENTIFY and ASSIGN additional System Operators, Operations Support, Operations Analysis, or Market Operations staff to assist in operating the system during degraded weather conditions
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