Power Operations Bulletin # 531

ERCOT has posted/revised the Resource Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
3.5
Potential DCS Event
Procedure Purpose:  To meet NERC Recovery Criteria after a potential NERC Reportable DCS Event
	Protocol Reference

	6.5.7.6.2.2
	6.5.9.4.2(2)(a)(ii)
	
	

	
	
	
	
	

	Guide Reference

	
	
	
	

	
	
	
	
	

	NERC Standard
	BAL-002-0 R2.4, R6.2
	EOP-001-0
R5
	EOP-002-2.1
R5, 6.1
	

	
	
	
	
	


	Version: 1 
	Revision: 3
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	Step
	Action

	NERC

Recovery

Criteria
	Restore system frequency to the following limit within 15 minutes:

· Scheduled frequency if it was greater than or equal to scheduled frequency prior to the disturbance, OR
· Its pre-disturbance value if it was less than scheduled frequency prior to the disturbance.

ERCOT ISO shall fully restore the minimum Contingency Reserve requirement of the ERCOT Region’s largest single contingency (1375 MW) as soon as practical.  Within 90 minutes, ERCOT ISO will restore Responsive Reserves to 2300 MW or greater.  This 90 minute restoration period begins at the end of the disturbance recovery period.

	1
	WHEN:

· Instructed by the Real-Time operator to deploy Load Resources for a DCS event;
THEN:

· Deploy either “Group 1” or “Group 1 & 2” Load Resources (see Desktop Guide section 6.1 Loads Providing RRS Deployment and Recall, if needed) (this deployment will send the QSEs an XML message).  This must be done before the Hotline call,

· Notify the Real-Time operator that XML deployments have been sent.

	NOTE
	Load Resources will remain deployed, even if the responsibility changes, until the “Deployment End Time” is met or they are manually recalled by the Operator.

	2
	 The deployment must be either extended or recalled before the Deployment End Time. If this is not done, the deployment will end without sending out recall messages, 

IF:

· Extending Current Deployments;
THEN:

· Deploy either “Group 1” or “Group 1 & 2” Load Resources (see Desktop Guide section 6.1 Extending Current Deployments, if needed) (this deployment will continue to send the QSEs an XML message).  ,
· Instruct the Real-Time operator to make another hotline call.

	3
	WHEN:

· Notified by the Real-Time operator to recall Load Resources;

THEN:

· Send XML message to recall Load Resources, (see Desktop Guide section 6.1 Recall (Full or Partial), if needed)
· Instruct the Real-Time operator to make a Hotline call to QSEs to end Emergency Notice and recall Load Resources.

	PRC

Below

2300
	IF:

· Physical Responsive Capability falls below 2300 MW;
THEN:

· Refer to the “Implement EEA” procedure.

	Log
	Enter log entry.


7.1
Market Notices

Procedure Purpose:  Guidelines for issuing Emergency Conditions and the four possible levels: Operating Condition Notices (OCN), Advisories, Watches, and Emergency Notices.
	Protocol Reference


	6.3.2(3)(a)(i)(ii)
	6.5.7.1.10(3)(c)
	6.5.9.2(1)
	6.5.9.3

	
	6.5.9.3.1
	6.5.9.3.2
	6.5.9.3.3
	6.5.9.3.4

	
	3.1.4.6(2)
	6.3.3
	3.1.4.7(1)
	

	Guide Reference


	4.2.1
	4.2.2
	4.2.3
	4.2.4

	
	
	
	
	

	NERC Standard
	COM-002

R2
	EOP-001

R4.1
	IRO-005-2
R1.10
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	Step
	Action

	OCN

	1
	As directed by the Shift Supervisor or when appropriate, issue an Operating Condition Notice (OCN).  The OCN can be issued for any of the following reasons or to obtain additional information from Market Participants.

· There is a projected reserve capacity shortage that could affect System reliability and may require more Resources.

· There is a Tropical Storm/Hurricane in the Gulf, either entering the Gulf or a newly formed storm projected to impact Texas.

· A cold front is approaching with temperatures anticipated to be in mid to low 20o F range and maximum temperature expected to remain near or below freezing impacting 50% or more of major metropolitan areas.

· Wet weather, such as a tropical storm making land fall.

· Unplanned Transmission Outages that may impact System reliability.

· When adverse weather conditions are expected, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness.

	Advisory

	1
	As directed by the Shift Supervisor or when appropriate, issue an Advisory.  The Advisory can be issued for any of the following reasons or to obtain additional information from Market Participants.

· There is a Tropical Storm/Hurricane currently projected to impact Texas.

· When conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term operating reliability.

· ERCOT may exercise its authority, in such circumstances, to increase Ancillary Service requirements above the quantities originally specified in the Day-Ahead in accordance with procedures.

· When weather or conditions require more lead-time than the normal Day-Ahead Market (DAM) allows.

· Transmission system conditions are such that operations within first contingency criteria are not likely or possible because of Forced Outages or other conditions.

· Loss of communications or control condition is anticipated or significantly limited.

· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request.

	Watch

	1
	As directed by the Shift Supervisor or when appropriate, issue a Watch.  The Watch can be issued for any of the following reasons or to obtain additional information from Market Participants.

·  There is a Hurricane in the Gulf with expected landfall in Texas affecting the grid reliability.

· A cold front has arrived with temperatures anticipated to be in mid to low 20°F range and maximum temperature expected to remain near or below freezing impacting 50% or more of major metropolitan areas.
· A transmission condition has been identified that requires emergency energy from any of the CFE DC-Ties.

· Conditions have developed such that additional Ancillary Services are needed in the Operating Period.

· Insufficient Ancillary Services or Energy Offers in the DAM or in SASM.

· Market-based congestion management techniques embedded in SCED will not be adequate to resolve transmission violations.

· Forced Outages or other abnormal operating conditions have occurred, or may occur that require operations with active transmission violations.

· The need to immediately procure Ancillary Services from existing offers.

· ERCOT may instruct TOs to reconfigure ERCOT System elements as necessary to improve the reliability of the ERCOT System.
· ERCOT varies from time-line for DAM/DRUC.

	Emergency Notice

	1
	As directed by the Shift Supervisor or when appropriate, issue an Emergency Notice.  The Emergency Notice can be issued for any of the following reasons or to obtain additional information from Market Participants.

· SCED fails to reach a solution.

· ERCOT cannot maintain minimum reliability standards during the Operating Period using every Resource practically obtainable from the market.

· ERCOT forecasts an inability to meet applicable reliability standards and it has exercised all other reasonable options.

· A transmission condition has been identified causing unreliable operation or overloaded elements.

· A severe single contingency event presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to load, and/or overload of critical transmission elements and no practicable resource solution exists.

· ERCOT has determined a fuel shortage exists that would affect reliability.

· ERCOT varies from timing requirements or omits Day-Ahead or Adjustment Period and Real-Time procedures (HRUC/SCED).

	Scripts

	Hotline
	Hotline calls are usually made by Real-Time Operator, the scripts below are for reference if needed:

Notify QSEs of Notice:
Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing a [state Notice type] for [state reason].  [QSE] please repeat this back to me.  That is correct, thank you.”

Notify TOs of Notice:
Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing a [state Notice type] for [state reason].  [TO] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Post
	· All notices must be posted on MIS Public using Notice Builder. 
· 
· For “free form” messages, the “Notice priority” will be specified as follows:
· OCN type messages – low priority

· Advisory/Watch type messages – medium priority
· Emergency type messages – high priority

	Log
	Make log entry.


7.3
Restore EEA Levels

Procedure Purpose:  To restore the ERCOT grid to normal state as system conditions warrant while recovering from an EEA event.

	Protocol Reference

	6.5.9.4.3
	
	
	

	
	
	
	
	

	Guide Reference

	4.5.3.3(8)
	
	
	

	
	
	
	
	

	NERC Standard
	
	
	
	

	
	
	
	
	


	Version: 1 
	Revision: 2
	Effective Date:  April 22, 2011


	Step
	Action

	RESERVES
	If 2300 MW of Physical Responsive Capability is not restored within 75 minutes, reduce MW loading on Resources(s) to bring reserves up.

	Restore Firm Load

	1
	IF:

· Sufficient Regulation Service exist to control to 60 Hz, AND
· Physical Responsive Capability supplied from generation is greater than 1375 MW;
THEN:

· Transmission Operator will restore firm load. 

	2
	Maintain Physical Responsive Capability supplied from generation equal to 1375 MW while restoring firm load.

	Move from EEA Level 3 to EEA Level 2B

	1
	IF:

· Sufficient Regulation Service exist to control to 60 Hz, AND
· Physical Reserve Capability supplied from generation is equal to 13754 MW, AND

· All firm loads have been restored;
THEN:

· When instructed by the Real-Time Operator to recall  Load Resources,
· Send XML message to recall Load Resources, (see Desktop Guide section 6.1 “Recall (Full or Partial)”, if needed)
· Make EEA 3 to EEA 2B posting to MIS Public using Notice Builder.
· If restoring Load Resources and EILS together make appropriate posting EEA 3 to EEA 2A. 

	Move from EEA Level 2B to EEA Level 2A

	1
	IF:

· The system can maintain Physical Responsive Capability equal to or greater than 1750 MW, AND
· All Load Resources have been instructed to be recalled, AND
· Sufficient Regulation Service exists to control to 60 Hz,
THEN:

· Make EEA 2B to EEA 2A posting to MIS Public using Notice Builder.

	Move from EEA Level 2A to EEA Level 1

	1
	IF:

· The system can maintain Physical Responsive Capability equal to or greater than 2300 MWs AND
· Confirm Load Resources and EILS have been instructed to be restored;
THEN:

· Make EEA 2A to EEA 1 posting to MIS Public using Notice Builder.

	Move from EEA Level 1 to EEA 0

	1
	IF:

· The system can maintain Physical Responsive Capability equal to or greater than 2300 MW, AND
· All uncommitted units secured in EEA 1 can be released, AND
· Emergency energy from the DC Ties is no longer needed;
THEN:

· Make EEA 1 to EEA 0 posting to MIS Public using Notice Builder.

	Cancel Watch

	1
	WHEN:

· (HDL-Gen) ≥ deployed Non-Spin plus 500 MW, AND
·  Physical Responsive Capability is ≥ 3000 MW;
THEN:

· Recall Non-Spin by sending a Zero MW XML (Refer to Desktop Guide section 6.2 “Recall All Non-Spin or Partial Non-Spin Recall”), AND
· Update message on MIS Public using Notice Builder.
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