Power Operations Bulletin # 529

ERCOT has posted/revised the Real Time Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.6
Site Failovers and Database Loads

Procedure Purpose: To provide notice to the Market Participants when ERCOT performs site failovers and database loads.
	Protocol Reference 
	
	
	
	

	
	
	
	
	

	Guide Reference 
	
	
	
	

	
	
	
	
	

	NERC Standard
	
	
	
	

	
	
	
	
	


	Version: 1 
	Revision: 2
	Effective Date:  April 22, 2011


	Step
	Action

	Database

Load
	Approximately 5 - 30 minutes before database load, make the following Hotline call to QSEs:

Typical Script:
This is ERCOT operator [first and last name], at [xx:xx], ERCOT will perform a database load on its Energy & Market Management Systems.  During this time, SCED Base Points will reflect accurate dispatch instructions.  In the event ICCP is temporarily suspended, all systems should re-establish automatically within a few minutes.

	Site

Failover
	Approximately 5 - 30 minutes before site failover, make the following Hotline call to QSEs:

Typical Script:
This is ERCOT operator [first and last name], at [xx:xx], ERCOT will perform a site failover of its Energy & Market Management Systems.  During this time, market communications will be unavailable for about 15 minutes, and real-time communications will be unavailable for about 5 minutes.  All systems should re-establish communications automatically.

	Site

Failover

With 

W-N

Active
	IF:

· The West – North is active;

Then:

· MP’s base points should remain the same during the failover, however to ensure the management of WGR’s is sustained, use the following script:

Approximately 5 minutes before the site failover, make the following Hotline call to QSEs:

Typical Script:
At [xx:xx], ERCOT will perform a site failover of its Energy & Market Management Systems.  During this time, market communications will be unavailable for about 15 minutes, and real-time communications will be unavailable for about 5 minutes.  All systems should re-establish communications automatically.  The West to North constraint is active; WGRs which are currently being curtailed and required to follow their Base Points are required to stay at their current output during this failover.  A call will be made when we have completed the site failover.

	Site Failover
Posting
	The site failover message is already built in Notice Builder under “EMS Site Failover”.

	
If EBPs
Are

Needed
	IF:

· The West – North is active;
Then:

· If EBPs are used, make the following hotline call to QSEs:

Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  The site failover is taking longer than expected; Emergency Base Points will be issued.  WGRs which were required to follow their Base Point instruction before the site failover are required to continue to stay at their current output.  ERCOT will make another hotline call when the site failover is complete.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Site

Failover

Complete
	Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [XX:XX], the site failover is complete.  All QSEs should continue normal operations.  [QSE] please repeat this back to me.  That is correct, thank you.”


3.1
Frequency Control Operating Procedure
Procedure Purpose: Frequency should be maintained within +/- 0.03 Hz of schedule in an attempt to maintain CPS1 scores over 100.
	Protocol Reference

	6.3.2(2)
	6.5.7.6.2.2
	6.5.9.1(1)(b)
	8.2 (2)(b)(vii)

	
	
	
	
	

	Guide Reference

	
	
	
	

	
	
	
	
	

	NERC Standard
	BAL-002-0 R2.4, R6, R7, R8
	BAL-005-0.b

R8
	BAL-007 (Field Trial)
	EOP-002-2.1

R5, R6.1

	
	NUC-001-1
	
	
	


	Version: 1 
	Revision: 4
	Effective Date:  April 22, 2011


	Step
	Action

	Maintain System Frequency

	Objective
	· Frequency should be maintained within +/- 0.03 Hz of schedule

· Attempt to maintain CPS1 scores over 100

	CPS1 less than 100
	IF:

· Performance drops below 100 for over three consecutive hours;
THEN:

· LOG the event and the possible cause of the poor performance.

	BAAL
	Corrective action shall be taken whenever the clock-minute average ACE is outside its clock-minute average Balancing Authority ACE Limit (BAAL). This is to ensure that the Balancing Authority ACE does not remain outside the BAAL for more than 30 consecutive clock-minutes.  Performance under BAAL will be captured under the following:

BAALHigh – effective when Actual Frequency is greater than 60 Hz.

ERCOT ISO BAALHigh = 60.09 HZ = 587 MW

BAALLow – effective when Actual Frequency is less than 60 Hz.

ERCOT ISO BAALLow = 59.91 HZ = -587 MW

	Criteria
	Performance under the BAAL criteria for the yearly incentive plan will have the following levels of performance:

· Level 1: Average of the 12 Monthly Maximum Durations not to exceed 25 minutes,
· Level 2: Average of the 12 Monthly Maximum Durations not to exceed 17 minutes,
· Level 3: Average of the 12 Monthly Maximum Durations not to exceed 14 minutes,

· Exceeding the BAAL for 30 consecutive minutes is a NERC Reliability Standard Violation

	Caution
	NEVER (unless directed by EMMS Production or Support Engineer): 

· Change other tuning parameters (including QSE ramp rates, dead bands, thresholds, gains, time constants)

	Base Point

Deviation
	IF:

· A QSE has a Resource with a large Base Point deviation (not tracking unit flag), AND

· Their generation is not moving in the proper direction to correct their Base Point Deviation;
THEN:

· Notify the QSE of the issue.

	Frequency Deviations


	IF:

· Frequency deviations are equal to or greater than +/- 0.10 Hz, OR

· Sudden loss of generation greater than 450 MW;
THEN:

· Log the following information:

· Possible reasons, if known (Base Point deviation, large schedule change, unit trip, etc.)

· If unit trip:

· Time of unit trip,

· Name of unit,
· Approximate gross MW on unit,
· Approximate lowest frequency,
· Amount of RRS deployed, if any,

· Approximate ERCOT load.

	Automatic
SCED

Runs
	LFC triggers automatically when one of the following occurs:

· Frequency reaches 59.91 Hz or below, SCED runs within a minute of LFC trigger

· If frequency stays below 59.95 for more than 50 seconds, LFC triggers SCED to run

	Response to High Frequency

	BAAL

Sheet
	Located on realtime on ‘prwp056c’/_Operations Official Spreadsheets/BAL 007 ERCOT Interconnection and select Control T simultaneously.

	Monitor
	IF:

· Frequency is above 60.05 Hz and continuing to climb or exceeds 60.05  Hz > 5 minutes AND
· Regulation Down service remains and is deploying;
THEN:

· CHECK the (Gen-LDL) to ensure there  is adequate down room,
· Manually run SCED.
IF:

· Frequency is above 60.05 Hz and continuing to climb or exceeds 60.05 Hz, AND

· Out of Down Regulation;

THEN:

· CHECK the (GEN-LDL) to ensure there is adequate down room,

· Enter manual offset (the offset will continue until removed).

IF:
· There is no generation left for SCED to lower;
THEN:
· Coordinate with the Shift Supervisor and Transmission Operator to select a Resource to decommit,

· Call QSE with instruction and follow up with an electronic VDI

· Choose “DECOMMIT” as the Instruction Type from Resource level

	10

MINUTES
	REFERENCE DISPLAY:

Market Operation>Real-Time Market>SCED Displays>DSI Displays>DSI Data Processes>DSI Generation Requirement Manual Adjustment

IF:

· 10 consecutive minutes of ACE above BAALHigh (60.09 Hz); 
THEN:

· Call QSEs with Resources that have positive Base Point deviations and instruct them to bring their Base Point deviations to zero,
· Verify SCEDs capacity to decrease Base Points (GEN-LDL),
· Enter manual offset,
· Manually run SCED (do not run SCED more than once between SCED runs).

	Notify
	If it is recognized that Frequency is or expected to be outside +/- 0.1 Hz for a non-transient event and will not recover within 15 minutes, notify the Nuclear Power Plants QSEs.

	15

Minutes
	IF:
· 15 consecutive minutes of ACE above BAALHigh (60.09 Hz); 
THEN:

· Call QSEs with Resources that have positive Base Point deviations and instruct them to bring their Base Point deviations to zero,

· Verify SCEDs capacity to decrease Base Points (GEN-LDL),
· Re-adjust manual offset,
· Manually run SCED,
· Log the event and notify Shift Engineer to send an event notification to BAALfieldtrials@ercot.com and Shift Supervisor to complete a Texas RE Event form.
IF:
· There is no generation left for SCED to lower;
THEN:
· Coordinate with the Shift Supervisor and Transmission Operator to select a Resource to decommit,
· Call QSE with instruction and follow up with an electronic VDI
· Choose “DECOMMIT” as the Instruction Type from Resource level

	20

Minutes
	IF:
· 20 consecutive minutes of ACE above BAALHigh (60.09 Hz) and Frequency is above 60.10 Hz; 
THEN:

· Call QSEs with Resources that have positive Base Point deviations and instruct them to bring their Base Point deviations to zero,

· Coordinate with Shift Supervisor, Transmission Operator to select an additional Resource to decommit,
· Call QSE with instruction and follow up with electronic VDI
· Choose “DECOMMIT” as the Instruction Type from Resource level

	25

Minutes
	IF:
· 25 consecutive minutes of ACE above BAALHigh (60.09 Hz) and Frequency is above 60.10 Hz; 
THEN:

· Call QSEs with Resources with positive Base Point deviations and instruct them to bring their Base Point deviation to zero,

· Coordinate with Shift Supervisor, Transmission Operator to select an additional Resource to decommit,
· Call QSE with instruction and follow up with electronic VDI
· Choose “DECOMMIT” as the Instruction Type from Resource level

	Stable
	IF:
· A manual offset was used; 

THEN:
· Ensure that it has been removed.

	Log
	Log all actions taken. 

	Response to Low Frequency 

	BAAL

Sheet
	Located on realtime on ‘prwp056c’/_Operations Official Spreadsheets/BAL 007 ERCOT Interconnection and select Control T simultaneously.

	NOTE
	UFRs will deploy as follows:

· Hydro RRS - 59.75 Hz

· Load Resource providing RRS – 59.7 Hz

	Monitor/ Deploy
	IF:

· Frequency is below 59.95 Hz and continuing to drop or is below 59.95, AND
· Regulation Up service remains and is deploying;
THEN:

· Check the (GTBD_TO_HDL) on the OpsMon SCED GEN ONLINE Dashboard, and enter appropriate manual offset
· Do Not enter an offset > than (GTBD_TO_HDL)
· Manually run SCED (do not run SCED more than once between SCED runs).
IF:

· Frequency is below 59.95 Hz and continuing to drop or is below 59.95, AND

· Out of Up Regulation;
THEN:

· Check the GTBD_TO_HDL on the OpsMon SCED GEN ONLINE Dashboard and enter appropriate manual offset
·  Do Not enter an offset > than (GTBD_TO_HDL)
· If the OpsMon Dashboard is not available, check the EMS and enter appropriate manual offset (the offset will continue until removed)
· Do Not enter an offset > than (HDL-GEN)
IF:

· Frequency is below 59.95 Hz, AND

· (GTBD_TO_HDL) on the OpsMon SCED GEN ONLINE Dashboard does not have adequate up room;

THEN:

· Manually deploy Responsive Reserve using the “ERCOT Nodal Summary” display on the EMS
· Check the “Manual RRS” to activate box, 

· Enter the “Desired RRS MW”,

· Select Commit.

· QSE’s have one minute to update schedule to free up the capacity, SCED will automatically run after one minute.
· Remember to remove the manual RRS amount when frequency has recovered.

	10

Minutes
	REFERENCE DISPLAY:

Market Operation>Real-Time Market>SCED Displays>DSI Displays>DSI Data Processes>DSI Generation Requirement Manual Adjustment 
IF:

· 10 consecutive minutes of ACE is less than BAALLow (59.91 Hz);
THEN:

· Call QSEs with Resources with negative Base Point deviations and instruct them to bring their Base Point deviations to zero,
· Confirm Responsive Reserve has been deployed,
· Verify SCEDs capacity to increase Base Points,
· Enter manual offset 
· Do Not enter an offset > than (HDL-GEN)
· Manually run SCED
IF:
· There is no generation left for SCED to increase;
THEN:

· Confirm with the Resource Operator that Non-Spin has been deployed,
· Notify the Shift Supervisor of the need to possibly commit additional Resources:

· Resource Operator will issue a VDI for intra-hour
· Notify RUC Operator for the next HRUC run.

	Notify
	If it is recognized that the Frequency is or expected to be outside +/- 0.1 Hz for a non-transient event and will not recover within 15 minutes, notify the Nuclear Power Plants QSEs.

	15

Minutes
	IF:
· 15 consecutive minutes of ACE less than BAALLow (59.91 Hz ); 
THEN:

· Call QSEs with Resources that have negative Base Point deviations and instruct them to bring their Base Point deviations to zero,

· Verify SCEDs capacity to increase Base Points (HDL-GEN),
· Re-adjust manual offset,
·  Do Not enter an offset > than (HDL-GEN)
· Manually run SCED,
· Log the event and notify Shift Engineer to send notification of the event to BAALfieldtrials@ercot.com and Shift Supervisor to complete a Texas RE Event form.

	20

Minutes
	IF:
· 20 consecutive minutes of ACE less than BAALLow (59.91 Hz);
THEN:

· Call QSEs with Resources that have negative Base Point deviations and instruct them to bring their Base Point deviations to zero,
· Verify SCEDs capacity to increase Base Points (HDL-GEN),
· Re-adjust manual offset,
· Do Not enter an offset > than (HDL-GEN)
· Manually run SCED.

	25

Minutes
	IF:
· 25 consecutive minutes of ACE less than BAALLow (59.91 Hz ); 
THEN:

· Call QSEs with Resources that have negative Base Point deviations and instruct them to bring their Base Point deviations to zero,
· Verify SCEDs capacity to increase Base Points,
· Re-adjusted manual offset,
· Do Not enter an offset > than (HDL-GEN)

· Manually run SCED.

	Stable
	IF:
· RRS was manually deployed; 

THEN:
· Uncheck the Activate Manual Responsive Reserve,

IF:
· An manual offset was used; 
THEN:
· Ensure that it has been removed.

	Log
	Log all actions taken.

	Monitor Frequency for the Loss of EMS or Site Failover

	
	The ability to view an adequate Frequency source may be limited during a site-failover, database load, or if AGC is temporarily unavailable.  To view the System Frequency during these conditions you may monitor the following sources.

· ERCOT Control Room digital wall frequency displays

· PI ProcessBook → ERCOT → TrueTime Frequency (Taylor) and/or

· PI ProcessBook → ERCOT → TrueTime Frequency (Austin)

	Actions When Frequency Telemetry is Incorrect

	
	IF:

· Frequency is believed to be incorrect;
THEN:

· Check the current Frequency and switch to a different source,
· Contact the Help Desk.


3.2
System Failures
Procedure Purpose:  To ensure that frequency is maintained in the event of an AGC failure.

	Protocol Reference
	6.5.9(1)
	6.5.9.1(2)
	6.5.9.2
	

	
	
	
	
	

	Guide Reference
	
	
	
	

	
	
	
	
	

	NERC Standard
	
	
	
	

	
	
	
	
	


	Version: 1 
	Revision: 5
	Effective Date:  April 22, 2011


	Step
	Action

	SCED Failure

	NOTE
	Whenever RLC sees that the SCED solution is not updated within the last 605 seconds, it makes a request for emergency base points.  At this time, the manual EBP activate flag is automatically turned on. This will have to be turned off manually by the operator when SCED recovers.  After EBP turns ON, enter increment/decrement MW and commit it, so that emergency base points are actually sent out.

Any time the manual EBP is activated, SCED solutions are being blocked from being communicated to MPs.

	1
	IF:

· Any module of the SCED Workflow Controller fails;

THEN:

· Make an attempt to manually run the SCED process.

	2
	IF:

· SCED still fails after attempting a manual run;

THEN:

· Contact the Help Desk,

· Determine if West – North (IROL) constraint is active, if so use script in step 3,

· Initiate the Emergency Notice Hotline call, 

· Instruct the Resource Desk Operator to post a message on MIS Public utilizing Notice Builder.

Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is issuing an Emergency Notice due to the failure of SCED.  ERCOT may be issuing Emergency Base Points until the issue is resolved.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	3
	Script to use if West – North IROL constraint was active when SCED failed:

Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing an Emergency Notice due to the failure of SCED.  The West to North is active; WGRs which are currently being curtailed and required to follow their Base Points are required to stay at their current output.  ERCOT may be issuing Emergency Base Points until the issue is resolved.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	4
	MONITOR:

· Regulation Service (Up/Dn) margins to ensure Frequency can be adequately maintained.
IF:

· It is determined that remaining Regulation Service (Up/Dn) is no longer sufficient to maintain system frequency;
THEN:

· Manually activate Emergency BP,
· Enter the EBP increment/decrement as needed to control Frequency and recall deployed Regulation.

	5
	IF:

· SCED is solving with a valid solution;
THEN:

· Remove the Emergency Base Point flag, AND
· Communicate the restoration to Control Room staff,

· Initiate Hotline call to cancel the Emergency Notice,
· Instruct the Resource Operator to cancel the message on MIS Public utilizing Notice Builder.
Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. At [xx:xx], SCED solutions are now valid and ERCOT is canceling the Emergency Notice.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Log
	Log all actions taken and any issues with the Market Participants.

	RLC Failure

	1
	The Resource Limit Calculator (RLC) can fail independently of AGC.  If RLC fails, SCED will not function (invalid results), even though it shows available.  A RLC failure will be displayed to the Operator in the upper right corner of the RLC display as follows:

· Process Status: RLC Up (Normal Operation)
· Process Status: RLC Down (will be displayed in RED when failed)
· RLC (PI Alarm) will be flashing RED.

	NOTE
	Regulation is functioning, RRS is not.  LFC (AGC) will automatically switch to EBP mode.

	2
	IF:

· RLC has failed;
THEN:

· Verify the status of AGC
· IF AGC is also failed proceed to the EMS (LFC and RLC) Failure procedure
· Contact the Help Desk,
· Determine if West – North (IROL) constraint was active, if so use script in step 4,
· Initiate the Emergency Notice Hotline call, 
· Instruct Resource Operator to post a message on MIS Public utilizing Notice Builder.

	3
	Issue the following Emergency Notice:

Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing an Emergency Notice due to a SCED failure.  ERCOT will be issuing Emergency Base Points until the issue is resolved.  [QSE] please repeat this back to me.  That is correct, thank you.”
· Notify the Transmission Operator to issue their Hotline notification
· Instruct the Resource Operator to post a message on MIS Pubic utilizing Notice Builder.

	4
	Script to use if West – North IROL constraint was active when RLC failed:

Typical Script:
“This call requires everyone to remain on the line until it is complete. [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing an Emergency Notice due to the failure of SCED.  The West to North is active; WGRs which are currently being curtailed and required to follow their Base Points  are required to stay at their current output.  ERCOT may issue Emergency Base Points until this issue has been resolved.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	5
	MONITOR:

· Regulation Service (Up/Dn) margins to ensure Frequency can be adequately maintained.
IF:

· It is determined that remaining Regulation Service (Up/Dn) is no longer sufficient to maintain system frequency;
THEN:

· Enter the EBP increment/decrement as needed to control Frequency and recall deployed Regulation.

	6
	WHEN:

· RLC is restored;
THEN:

· Cancel the Emergency Notice.
Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], SCED solutions are now valid and ERCOT is canceling the Emergency Notice.  [QSE] please repeat this back to me.  That is correct, thank you.”
· Notify the Transmission Operator to issue their Hotline notification
· Instruct the Resource Operator to cancel the message on MIS Public utilizing Notice Builder.

	Log
	 Log all actions taken.

	LFC (AGC) Failure

	NOTE
	When LFC (AGC) is paused or suspended and RLC and SCED are functioning, then Regulation, RRS and EBP are not functioning.

	1
	IF:

· LFC is not functioning as indicated by:
· AGC is SUSPENDED or PAUSED OR
· “Last AGC Cycle” time on Generation Area Status display is not updating; 

THEN:

· Verify the status of RLC
· If RLC is also failed, proceed using the AGC and RLC Failure procedure

· If RLC is still functioning properly, continue

· Determine which QSE has ample Capacity to place on Constant Frequency Control. (REFERENCE Display: EMP Applications>Generation Area Status>Nodal Operational Status>Resource Limits Data),
· Direct that QSE to go on “Constant Frequency”, by issuing an electronic VDI
· Choose “OPERATE AT CONSTANT FREQUENCY” as the Instruction Type from QSE Level
· Place ERCOT AGC into ‘Monitor” mode,
· Using the Hotline, notify all QSEs that LFC has failed and ERCOT has placed a QSE on constant frequency,
Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name]. At [xx:xx], ERCOT is issuing an Emergency Notice due to LFC failure and has placed a QSE on Constant Frequency. SCED Base Points are valid.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.” 
· Notify the Transmission Operator to make the same Hotline call to the TOs,
· Instruct the Resource Operator to post a message on MIS Public utilizing Notice Builder.

	2
	MONITOR:

· Frequency and Capacity availability for QSE on constant frequency, AND/OR
· The QSE on Constant Frequency notifies ERCOT of Capacity issue;

THEN:

· Determine available Capacity for SCED and enter an operator manual offset, OR if no SCED room
· Issue electronic VDI(s) as needed, to Commit/Decommit additional generation to maintain Grid Reliability.
· Choose “COMMIT/DECOMMIT” as the Instruction Type from Resource level 

	3
	WHEN:

· ERCOT AGC Control is functioning properly;

THEN:

· Direct QSE to come off “Constant Frequency” by ending the electronic VDI,

· Place ERCOT AGC back into “ON” mode,
· Using the Hotline, notify all QSEs,

· Instruct the Resource Operator to cancel message on MIS Public utilizing Notice Builder. 
Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name]. At [xx:xx], LFC is now functional and ERCOT is canceling the Emergency Notice.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.” 
· Notify the Transmission Operator to make the same Hotline call to the TOs,
· Instruct the Resource Operator to post a message on MIS Public utilizing Notice Builder.

	Log
	Log all actions taken.

	 EMS (LFC and RLC/SCED) Failure 

	NOTE
	Regulation, RRS, UDBP, BP, EBP, and Manual offset not functioning.

	1
	LCF (AGC):

· AGC is SUSPENDED or PAUSED,
· “Last ACE crossing zero” time on the Generation Area Status page is not updating,
· AGC operation adversely impacts the reliability of the Interconnection,
· SCED and EMS are not functioning,
· Problem cannot be resolved quickly
RLC:

· Process Status: RLC Down will be displayed in RED in the upper right hand corner of the RLC display
· RLC (PI Alarm) will be flashing RED.

	2
	DETERMINE:

· Which QSE has ample Capacity to place on Constant Frequency Control (REFERENCE Display: EMP Applications>Generation Area Status>Nodal Operational Status> Resource Limits Data,
· Direct the selected QSE to go on “Constant Frequency” by issuing an electronic VDI
· Choose “OPERATE AT CONSTANT FREQUENCY” as the Instruction Type from QSE Level
· Place ERCOT AGC into “Monitor” mode,
· Using the Hotline, notify all QSEs
Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing an Emergency Notice due to an LFC and SCED failure.  ERCOT has placed a QSE on Constant Frequency.  All remaining QSEs should hold their Resources to their current output level until instructed by ERCOT.  WGRs which were required to follow their Base Point instruction during the last SCED execution are required to continue following Base Points.  ERCOT may issue unit specific deployments to any Resources as required.  [QSE] please repeat this back to me.  That is correct, thank you.”
· Notify the Transmission Operator to issue their Hotline notification
· Instruct the Resource Operator to post a message on MIS Public utilizing Notice Builder.

	3
	MONITOR:

· Frequency and Capacity availability for QSE on constant frequency, AND/OR
· The QSE on Constant Frequency notifies ERCOT that they are having control issues;
THEN:

· Determine which QSE has the most available Capacity,
· Issue a unit specific instructions to assist the QSE on Constant Frequency,
· Choose “Other For Resource” as the Instruction Type

	4
	IF:

· There is no longer any available Capacity to issue unit specific deployments;
THEN:

· Issue electronic VDI(s) as needed, to Commit/Decommit additional Generation to maintain Grid Reliability
· Choose “COMMIT/DECOMMIT” as the Instruction Type from Resource level.

	5
	WHEN:

· AGC and RLC is restored;
THEN:

· Direct QSE to come off ‘constant frequency’ by ending electronic VDI,
· Place ERCOT AGC back into “ON” mode,
· Cancel VDI(s) for additional generation, if issued,
· Using the Hotline, notify all QSEs
Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  At, [xx:xx], LFC is now functional and SCED solutions are valid.  ERCOT is canceling the Emergency Notice.  [QSE] please repeat this back to me.  That is correct, thank you.”
· Notify Transmission Operator to issue their Hotline notification
· Instruct the Resource Operator to cancel message on MIS Public utilizing Notice Builder.

	Log
	Log all actions taken.


3.3
Potential DCS Event
Procedure Purpose:  To meet NERC Recovery Criteria after a potential NERC Reportable DCS Event
	Protocol Reference

	6.5.7.6.2.2
	6.5.9.4.2(2)(a)(ii)
	
	

	
	
	
	
	

	Guide Reference

	
	
	
	

	
	
	
	
	

	NERC Standard
	BAL-002-0 R2.4, R6.2
	EOP-001-0
R5
	EOP-002-2.1
R5, 6.1
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	Step
	Action

	NERC

Recovery

Criteria
	Restore System Frequency to the following limit within 15 minutes:

· Scheduled Frequency if it was greater than or equal to scheduled Frequency prior to the disturbance, OR
· Its pre-disturbance value if it was less than scheduled frequency prior to the disturbance.

ERCOT ISO shall fully restore the minimum Contingency Reserve requirement of the ERCOT Region’s Largest Single Contingency (1375 MW) as soon as practical.  Within 90 minutes, ERCOT ISO will restore Responsive Reserves to 2300 MW or greater.  This 90 minute Restoration period begins at the end of the Disturbance Recovery period.

	NOTE
	The steps below will need to happen quickly, let phones ring, or if available, another desk will take the calls.

	1
	IF:

· ERCOT experiences a Low Frequency Disturbance due to:

· A loss of Generation, equal to or greater than 1100 MW (consisting of a single generator or the total of multiple generators within 1 minute),  OR
· There is NO indication of a Generation loss and the magnitude of the event is determined to be greater than 1000 MW;
DETERMINE:

· Magnitude of the event by using the “Raw ACE” tag, Analyze the change in this tag after a minimum of 30 seconds to avoid the initial overshoot. 
Example:

If the “Raw ACE” pre-disturbance value is +150 MW, and post disturbance (30 seconds) value is -950 MW, then the total generation loss is 1100 MW.  This constitutes a NERC Reportable DCS Event.
THEN:

· It can be assumed that a potential NERC Reportable DCS Event has occurred,
· Immediately check to ensure that SCED sees that the unit(s) correct telemetry (HSL of zero or Resource Status of “off”),   Contact the QSE(s) if telemetry needs to be changed. 

· If SCED does not automatically execute within 60 seconds of the event, manually execute a SCED run.
· Proceed to step 3 if necessary. 

	2
	IF:

· Unit telemetry is incorrect, AND/OR,
· Frequency did not drop below 59.7 Hz;
THEN:

· Enter an operator manual offset for amount of MW needed or if SCED Up room for next 5 minutes is less than needed, enter that value (the operator manual offset will continue to be deployed until removed).

	3
	IF:

· (HDL-GEN) is less than 1150 MW;
THEN:

· Instruct the Resource Operator to deploy Load Resources in Group 1 (or Group 1 and 2 together, if necessary).

	4
	WHEN:

· Notified by the Resource Operator that Load Resources have been deployed,

THEN:

· Notify QSEs, utilizing the Hotline, that ERCOT is issuing an Emergency Notice and to follow their XML instruction to deploy Load Resources.

Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing an Emergency Notice.  QSE’s are to follow their XML instruction to deployed Load Resources in [Group 1 or Group 1 and 2].  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	NOTE
	If Load Resources are deployed it may become necessary to periodically execute SCED manually and/or use the manual offset to control Frequency.

	5
	If Load Resources are deployed, instruct the Transmission Operator to notify the TOs.

	6
	Obligations change from hour to hour, 

IF:

· Notified by the Resource Operator that additional Load Resources were deployed at the top of the hour,
THEN:

· Make another Hotline call
Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  Load Resources continue to be deployed in [Group 1 or Group 1 and 2] and obligation may have changed across the top of the hour.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	7
	WHEN:

· System frequency has been restored;

THEN:

· Instruct the Resource Operator to  recall Load Resources,

· Make Hotline call to QSEs to end Emergency Notice and recall Load Resources.

	8
	WHEN:

· Notified by the Resource Operator that  Load Resources have been recalled;
THEN:

· Notify QSEs, utilizing the Hotline, that ERCOT is cancelling the Emergency Notice and to follow their XML instruction to restore Load Resources.
Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is ending the Emergency Notice and has recalled all Load Resources.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	PRC
Below

2300
	IF:

· Physical Responsive Capability falls below 2300 MW;
THEN:

· Implement EEA (see specific procedure).

	Log
	Make log entry.


3.6
Responding to North to Houston Interface Issues

Procedure Purpose:  Deployment/Termination of Non-Spin Reserve Service for Congestion Management as requested by the Transmission Operator.
	Protocol Reference
	6.5.9.1(1)(e)
	
	
	

	
	
	
	
	

	Guide Reference 
	
	
	
	

	
	
	
	
	

	NERC Standard
	EOP-001

R2, R4.2
	EOP-003

R1
	IRO-002

R6, R8
	IRO-003

R1

	
	IRO-004

R3
	IRO-005-2
R1.2, R1.3, R1.7, R3, R5, R16, R17
	IRO-006

R1, R4
	TOP-002

R10

	
	TOP-004

R1, R2, R6, R6.6
	TOP-006

R5
	TOP-007

R3, R4
	TOP-008

R1
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	Step
	Action

	Issue

Watch &

Deploy

Non-Spin
	WHEN:

· Notified by the Transmission Operator that Non-Spin needs to be deployed in  the Houston area for the North-Houston Interface;

THEN:

· Using the hotline, issue a Watch,

· Resource Operator will deploy the Non-Spin

Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing a Watch for the North to Houston interface.  ERCOT will be deploying Non-Spin to specific resources to alleviate the condition.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	NOTE
	To the extent that ERCOT deploys a Load Resource that has chosen a block deployment option, ERCOT shall either deploy the entire offer or, if only partial deployment is possible, skip the offer by the Load Resource with the block deployment option and proceed to deploy the next available Resource.

	Issue

Emergency

Notice &

Deploy Load

Resources
	WHEN:

· Notified by the Transmission Operator to deploy Load Resources in the Houston area for the North-Houston Interface;
THEN:

· Using the hotline, issue the Emergency Notice
Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  At [xx:xx], ERCOT has issued an Emergency Notice for the North to Houston interface and has issued you an electronic directive for the deployment of specific Load Resources to alleviate the condition.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Recall

Load

Resources
	WHEN:

· Notified by the Transmission Operator to recall Load Resources in the Houston area for the North-Houston Interface;
THEN:

· Using the hotline, cancel the Emergency Notice,

Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is canceling the Emergency Notice for the North to Houston interface and has issued you an electronic directive for the recall of Load Resource deployments.  ERCOT is reminding everyone that a Watch is still in effect until further notice.   [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Recall

Non-Spin
	WHEN:

· Notified by the Transmission Operator to recall Non-Spin in the Houston area for the North-Houston Interface;

THEN:

· Using the hotline, cancel the Watch,

Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name]. At [xx:xx], ERCOT is canceling the Watch for the North to Houston interface.  ERCOT has recalled Non-Spin to specific resources to alleviate the condition.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Log
	Log the actions taken.


5.1
Market Notices

Procedure Purpose: Guidelines for issuing Emergency Conditions and the four possible levels: Operating Condition Notices (OCN), Advisories, Watches, and Emergency Notices.
	Protocol Reference

	6.3.2(3)(a)(i)(ii)
	6.5.7.1.10(3)(c)
	6.5.9.2(1)
	6.5.9.3

	
	6.5.9.3.1
	6.5.9.3.2
	6.5.9.3.3
	6.5.9.3.4

	
	3.1.4.6(2)
	6.3.3
	3.1.4.7(1)
	

	Guide Reference

	4.2.1
	4.2.2
	4.2.3
	4.2.4

	
	
	
	
	

	NERC Standard
	COM-002

R2
	EOP-001

R4.1
	IRO-005-2
R1.10
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	Step
	Action

	OCN

	1
	As directed by the Shift Supervisor or when appropriate, issue an Operating Condition Notice (OCN).  The OCN can be issued for any of the following reasons or to obtain additional information from Market Participants.
· There is a Projected Reserve Capacity Shortage that could affect System Reliability and may require more Resources.
· There is a Tropical Storm/Hurricane in the Gulf, entering the Gulf or a newly formed Storm projected to impact Texas.
· A cold front is approaching with temperatures anticipated to be in mid to low 20o F range and the maximum temperature is expected to remain near or below freezing impacting 50% or more of major metropolitan areas.
· Wet weather, such as a Tropical Storm making land fall.
· Unplanned Transmission Outages that may impact System Reliability.
· When adverse weather conditions are expected, ERCOT may confer with TOs and QSEs regarding the potential for adverse Reliability impacts and Contingency preparedness.

	Advisory

	1
	As directed by the Shift Supervisor or when appropriate, issue an Advisory.  The Advisory can be issued for any of the following reasons or to obtain additional information from Market Participants.
· There is a Tropical Storm/Hurricane currently projected to impact Texas.
· When conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term Operating Reliability.
·  In such circumstances ERCOT may exercise its authority to increase Ancillary Service requirements above the quantities originally specified in the Day-Ahead Market (DAM) in accordance with ERCOT Procedures.
· When weather or conditions require more lead-time than the normal Day-Ahead Market (DAM) allows.
· Transmission System conditions are such that operations within first contingency criteria are not likely or possible due to Forced Outages or other conditions.
· Loss of communications or a control condition is anticipated or significantly limited.
· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request.

	Watch

	1
	As directed by the Shift Supervisor or when appropriate, issue a Watch.  The Watch can be issued for any of the following reasons or to obtain additional information from the Market Participants.
·  There is a Hurricane in the Gulf with expected landfall in Texas affecting the Grid Reliability - http://www.nhc.noaa.gov
· A cold front has arrived with temperatures anticipated to be in mid to low 20°F range and the maximum temperature expected to remain near or below freezing impacting 50% or more of major metropolitan areas.
· A Transmission condition has been identified that requires Emergency Energy from any of the CFE DC-Ties.
· Conditions have developed that require additional Ancillary Services in the Operating Period.
· Insufficient Ancillary Services or Energy Offers in the DAM or in SASM.
· Market-based Congestion Management techniques embedded in SCED will not be adequate to resolve Transmission Violations.
· Forced Outages or other abnormal operating conditions have occurred, or may occur that would require Operations with active Transmission Violations.
· The need to immediately procure Ancillary Services from existing offers.
· ERCOT may instruct TOs to reconfigure ERCOT System elements as necessary to improve the Reliability of the ERCOT System.
· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request.
· ERCOT varies from time-line for DAM/DRUC.

	Emergency Notice

	1
	As directed by the Shift Supervisor or when appropriate, issue an Emergency Notice.  The Emergency Notice can be issued for any of the following reasons or to obtain additional information from Market Participants.
· SCED fails to reach a solution
· Loss of Primary Control Center functionality
· Load Resource deployment for North-Houston voltage stability 
· ERCOT cannot maintain minimum Reliability Standards during the Operating Period utilizing every Resource practically obtainable from the Market
· ERCOT forecasts an inability to meet applicable Reliability Standards and has exercised all other reasonable options
· A Transmission condition has been identified causing unreliable Operation or overloaded elements
· A Single Severe Contingency event presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to load, and/or overload of critical transmission elements for which no practicable Resource solution exists
· ERCOT has determined a fuel shortage exists that would affect Reliability
· ERCOT varies from timing requirements or omits Day-Ahead or Adjustment Period and Real-Time procedures (HRUC/SCED)

	Scripts

	Hotline
	Communications must specify the severity of the situation, the area affected, the areas potentially affected, and the anticipated duration of the Emergency Condition.

Notify QSEs:
Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is issuing a [state Notice type] for [state reason].  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Post
	· All notices must be posted on MIS Public utilizing Notice Builder.
· 
· For “free form” messages, the “Notice Priority” will be specified as follows:
· OCN type messages – low priority
· Advisory/Watch type messages – medium priority
· Emergency type messages – high priority

	Log
	Log all actions taken.


5.4
Restore EEA Levels

Procedure Purpose:  To restore the ERCOT grid to normal state as system conditions warrant while recovering from an EEA event.

	Protocol Reference

	6.5.9.4.3
	
	
	

	
	
	
	
	

	Guide Reference

	4.5.3.3(8)
	
	
	

	
	
	
	
	

	NERC Standard
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	Step
	Action

	Restore Firm Load

	1
	IF:

· Sufficient Regulation Service exists to control to 60 Hz, AND
· Physical Responsive Capability supplied from generation is greater than 1375 MW;
THEN:

· Using the Hotline, notify all QSEs of firm load restoration.
Typical Script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name], at [xx:xx], ERCOT is restoring firm load. 

[QSE] please repeat this back to me.  “That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	Maintain Physical Responsive Capability supplied from generation equal to 1375 MW while restoring firm load.

	Move From EEA Level 3 to EEA Level 2B

	1
	IF:

· Sufficient Regulation Service exists to control to 60 Hz, AND
· Physical Responsive Capability supplied from generation is equal to 1375 MW, AND
· All firm load has been restored;
THEN:

· Using the Hotline, notify all QSEs of the reduction from EEA 3 to EEA 2B:
· Coordinate with the Resource Desk and begin recalling Load Resources (if restoring Load Resources and EILS together, see script in 2a) (PRC must be ≥ 2300 before EILS can be restored).
· Maintain a minimum of 1375 MW of Physical Responsive Capability supplied from Generation Resources while Load Resources are being recalled.
Typical script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is moving from EEA 3 to EEA 2B.  QSEs are to recall their Load Resources at this time.  [QSE] please repeat this back to me.  “That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	Verify and log that all measures have been implemented.

	Move From EEA Level 2B to EEA Level 2A

	1
	IF:

· The System can maintain Physical Responsive Capability equal to or greater than 1750 MW, AND
· All Load Resources have been instructed to be recalled, AND
· Sufficient Regulation Service exists to control to 60 Hz.
THEN:

· Using the Hotline, notify all QSEs of the reduction from EEA 2B to EEA 2A.
Typical script:

“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is moving from EEA 2B to EEA 2A.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2
	Appeals through the public news media for voluntary energy conservation may be terminated, after conferring with the Shift Supervisor

	3
	Verify and log that all measures have been implemented.

	Move From EEA Level 2A to EEA Level 1

	1
	IF:

· The System can maintain Physical Responsive Capability equal to or greater than 2300 MW, AND
· All Load Resources have been instructed to be restored;
THEN:

· Using the hotline, notify all QSEs to recall EILS.
Typical script for recalling Load Resources and EILS: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is moving from EEA 2B to EEA 1.  QSEs are to recall their Load Resources and EILS at this time.  [QSE] please repeat this back to me.  That is correct, thank you.”
OR

Typical script for recalling EILS: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is moving from EEA 2A to EEA 1.  QSE are to recall their EILS at this time. [QSE] please repeat this back to me.  That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.
· Using the Hotline, notify all QSEs of the reduction from EEA 2A to EEA 1.
Typical script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is moving from EEA 2A to EEA 1.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Move From EEA Level 1 to EEA 0

	1
	IF:

· The system can maintain Physical Responsive Capability equal to or greater than 2300 MW, AND
· All Load Resources and EILS have been instructed to be restored, AND
· All uncommitted units secured in EEA 1 can be released, AND
· Emergency power from the DC Ties is no longer needed; 
THEN:

· Uncheck the EEA flag in EMS and make inactive,  
· Using the hotline, notify all QSEs of the reduction from EEA 1 to EEA 0.
Typical script: 
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is terminating the EEA.  A Watch still remains in effect.  [QSE] please repeat this back to me.  That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Cancel Watch

	1
	WHEN:

· Physical Responsive Capability is equal to or greater than 3000 MW, AND
· Non-Spin has been recalled;
THEN:

· Cancel Watch
Typical script:
“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is canceling the Watch for Physical Responsive Capability.  Physical Responsive Capability is now above 2500 MW.  At this time, Resource testing may resume.  [QSE] please repeat this back to me.  That is correct, thank you.”


5.5
Restoration of Primary Control Center Functionality
Procedure Purpose: To be performed once the Real-Time Operator has arrived at ACC.

	Protocol Reference

	
	
	
	

	
	
	
	
	

	Guide Reference

	
	
	
	

	
	
	
	
	

	NERC Standard
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	Step
	Action

	NOTE
	Before normal operation can be restored, be sure to communicate with the other desks to determine the current state of the grid and any communications that may have taken place with Market Participants.

	Restoring

Frequency 

Control
	WHEN:
· SCED is functional;
THEN:

· Remove the QSE that was directed on constant frequency by ending the VDI.
· Put ERCOT AGC into “ON” mode.

	Return to 

Normal

QSE

Notification
	When ready to resume normal operations:

· Check with RUC Operator on desk status to include in hotline call if appropriate

· Place the following Hotline call to the QSEs:

Typical Script: 

 “This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name]; at [xx:xx], ERCOT is canceling the Emergency Notice and is resuming normal operations from the [alternate/primary] control center.  [Select QSE], Please repeat that back for me.  That is correct, thank you.”

	Log
	Make log entries as needed.
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