Power Operations Bulletin # 517

ERCOT has posted/revised the NODAL DC Tie Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.3
NXT Notification Requirements 
Procedure Purpose:  To ensure the operator stays current using the system and to ensure system is tested.
	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 0
	Effective Date:  January 31, 2011


	Step
	Action

	Beginning

of each

Shift
	· Log into the NXT Communicator at the beginning of each shift in order to make the required notification quickly,
· Refer to the Desktop Guide if necessary, 

· If issues arise and you are unable to log into the NXT Communicator, notify the helpdesk and request immediate assistance.

	NXT

Test
	On the first weekend of each month, between the hours of 0800-2200:
· Test NXT Communicator by activating the “Test Message Monthly”,  
· If any issues are found, open help ticket and cc: “shiftsupv”,
· Make log entry.


3.4
Adjustment of SPP DC Ties

Procedure Purpose: The process to approve or deny adjustments to E-Tags.
	Protocol Reference
	4.4.4
	4.4.4.1
	4.4.4.2
	

	Guide Reference
	2.8
	
	
	

	NERC Standard
	
	
	
	

	
	
	
	
	


	Version:  1
	Revision:  1
	Effective Date:  January 31, 2011


	Step
	Action

	NOTE
	E-Tag adjustments must be in an “Approved” or “Implemented” status to be calculated into the Net Scheduled Interchange (NSI).

	1
	IF requested by the DC Tie Operator, checkout the Net Scheduled Interchange (NSI) value for each DC Tie affected by E-Tag adjustments.

WebTrans Reference Display:

Realtime Summary 


4.1
Loss of Primary Control Center Functionality
Procedure Purpose: To be performed by the Operator at the alternate Control Center (ACC) in the event that:

· Functionality of the Primary Control Center (PCC) is lost OR
· Communication with the PCC is lost 
	Protocol Reference
	
	
	
	

	
	
	
	
	

	Guide Reference
	
	
	
	

	
	
	
	
	

	NERC Standard
	COM-001-1.1

R5
	EOP-001-0

R4.4
	EOP-008-0


	IRO-005-2

R1.10

	
	
	
	
	


	Version:  1
	Revision:  2
	Effective Date:  January 31, 2011


	Step
	Action

	Contact Security
	IF:

· Unable to reach any Operator at the PCC (cell phone or PBX Bypass phones);
THEN:

· Check the Control Room video camera to determine the status of the PCC and personnel,
· Contact Security at the ACC

· Notify them of the situation AND
· Have them attempt to make contact with Security at PCC.

· Have them contact you with information acquired OR
IF:

· Notified by the PCC that they are evacuating and/or transferring sites;
THEN:

· Continue with procedure.

	Constant

Frequency
	IF:

· The loss of PCC involves the loss of EMS (LFC and RLC/SCED;
THEN:

· Determine which QSE has ample Capacity to place on Constant Frequency Control. (REFERENCE Display: EMP Applications>Generation Area Status>Nodal Operational Status>Resource Limits Data)
· Direct that QSE to go on “Constant Frequency”, by issuing an electronic VDI
· Choose “OPERATE AT CONSTANT FREQUENCY” as the Instruction Type from QSE Level

· Place ERCOT AGC into “Monitor” mode.

	QSE

Hotline
Call
	Hotline call for EMS (LFC and RLC/SCED) failure:

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]; at [xx:xx], ERCOT is issuing an Emergency Notice due to LFC and SCED failure and is transferring operations to the alternate control center.  ERCOT has put a QSE on constant frequency.  All remaining QSEs should hold their Resources to their current output level until instructed by ERCOT.  Direct all urgent phone calls thru the [Austin][Taylor] OPX. [Select QSE], “Please repeat this back for me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

Hotline for Loss of personnel with systems functional:

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]; at [xx:xx], ERCOT is issuing  an Emergency Notice and is transferring operations to the alternate control center.  Direct all urgent phone calls thru the [Austin][Taylor] OPX.  All ERCOT systems are functioning at this time.  HRUC will be delayed until additional staffing arrives and  Day-Ahead Market functions may be delayed” [Select QSE], “Please repeat this back for me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

	TO
Hotline

Call
	Hotline call for EMS (LFC and RLC/SCED) failure and if Systems are functional:

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back. This is ERCOT operator [first and last name]; at [xx:xx], ERCOT is issuing  an Emergency Notice and is transferring operations to the alternate control center.  Please monitor your own service area and notify ERCOT if you exceed the normal rating of your transmission elements.  Report West - North  stability limit when power flows reach 70% and North – Houston stability limit power flows reaches 90% of the last posted limit.  Continue to monitor voltages in your area and notify ERCOT of any forced line operations.  Direct all urgent phone calls thru the [Austin][Taylor] OPX.  [Select TO], Please repeat this back for me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

	Nuclear

Plants
	If systems are NOT functional:

Notify the appropriate Nuclear Plants QSE and inform them that they should notify the Resource that ERCOT has issued an Emergency Notice and RTCA and State Estimator is not functional.  This is expected to last for approximately 1 hour.
If systems are functional:

Notify the appropriate Nuclear Plants QSE and inform them that they should notify the Resource that ERCOT has issued an Emergency Notice and is currently operating with one operator and RTCA results will not be viewed in a timely manner.  This is expected to last for approximately 1 hour.

	MIS
Posting

	As time permits, post the Emergency Notice in the Public MIS using Notice Builder.

	Call in Additional Operators
	IF:

· The shift personnel at the PCC will NOT be relocating;
THEN:

· Call in additional shift personnel, which include a Shift Supervisor using the NXT - SO Loss of Main Control Room.
Operator will receive an email after 10 minutes with a report of who has responded along with their estimated time of arrival.

	Additional Notifications
	Notify the following:

· Manager of System Operations and/or designee

· If unable to reach Manager of System Operations and/or designee, notify the following:

· Help Desk (to notify EMMS Support and Telecommunications)

· Engineering Support

These phone numbers have been programmed into the control room cell phone.

	Monitor Critical Facilities
	Potential critical facilities will be apparent to the Operator by notification from TOs based on the information ERCOT has requested within the Hotline Call instructions.

Critical facilities will be those that show up in RTCA.

ERCOT considers the list of critical facilities to be the contingencies posted on the MIS.
Select: Grid>Generation>Reliability Unit Commitment>Standard Contingency List’

Select “Standard Contingency List” Open the zip file>Open the CIM file>Select the Standard_Contingency_List tab and view the contingencies.

	Respond to QSEs
	If systems are NOT functional:

IF:

· The QSE that is put on constant frequency is having trouble controlling frequency;
THEN:

· Issue unit specific VDIs to other QSEs to help with Regulation,
· Choose “COMMIT/DECOMMIT” as the Instruction Type from Resource level

 OR
· Put a different QSE on constant frequency (Remember to take the first QSE off constant frequency).

If systems are functional:
Monitor frequency and re-run SCED/use offset as needed.

IF:

· QSEs call in with questions about RUC;
THEN:

· Notify the QSE that the RUC functions will resume when additional staff arrive,
· Document QSE calls to pass along the appropriate Operators as they arrive.

	Respond to TOs
	IF:

· TOs call in to report the following:

· Thermal limits have reached their continuous rating,

· West-North stability limit has reached 70% of its limit,

· North-Houston stability limit has reached 90% of its limit,

THEN:

· Take immediate action, as listed below, for thermal limits and stability limits,

	Stability Limits (IROL)
	IF:

· The West-North stability limit is approaching 70% and is continuing to trend upward,

· The North-Houston stability limit is approaching 90% and is continuing to trend upward;
· 
THEN:

· Take immediate action to lower Wind Generation in the west by activating the west-north if systems are functional, OR
· Issue unit specific VDIs as necessary to relieve the congestion,
· Choose “COMMIT/DECOMMIT” as the Instruction Type from Resource level

· If VDIs are issued, monitor QSE on constant frequency

	Thermal Limits Reached (SOL)
	IF:

· Thermal limits have reached their continuous rating and are continuing to trend upward, 

THEN:

· Seek a recommendation from the corresponding TO as to what actions will alleviate the situation,
· Issue unit specific VDIs as necessary,
· Choose “COMMIT/DECOMMIT” as the Instruction Type from Resource level

· Continue to monitor to determine the effect of the plan.

	DC Tie Tags
	Make every attempt to handle all DC Tie tags.

If the workload makes it impossible to keep up with, the tags will be passively denied.

	Log
	Make log entry of events.


4.2
Restoration of Primary Control Center Functionality
Procedure Purpose: To be performed once additional staff has reported to the  alternate Control Center and Grid can return to normal operations.
	Protocol Reference
	
	
	
	

	
	
	
	
	

	Guide Reference
	
	
	
	

	
	
	
	
	

	NERC Standard
	
	
	
	

	
	
	
	
	


	Version:  1
	Revision:  1
	Effective Date:  January 31, 2011


	Step
	Action

	NOTE:
	As additional Operators arrive, be sure control room is adequately staffed and communicate any pertinent information that will assist them in getting their specific functions ready for normal operation.

	Additional
Operators
	When a Real-Time Operator has arrived, turn over frequency control to that Operator and assist with other needs such as approve any E-Tags waiting.

	Notification of Additional Operators
	WHEN:

· Fully staffed;
THEN:

· Make notification using the NXT - SO Loss of CC Operations Resumed.

	Help

Desk
	Make notification to Help Desk that the Control Room is now back to normal operations from the alternate.

	Contact Security
	Notify Security that the transition of Operations to the ACC has been completed.

	Log
	Make log entries as needed.


4.3
Market Notices

Procedure Purpose: Guidelines for issuing Emergency Conditions and the four possible levels: Operating Condition Notices (OCN), Advisories, Watches, and Emergency Notices.
	Protocol Reference

	6.3.2(3)(a)(i)(ii)
	6.5.7.1.10(3)(c)
	6.5.9.2(1)
	6.5.9.3

	
	6.5.9.3.1
	6.5.9.3.2
	6.5.9.3.3
	6.5.9.3.4

	
	3.1.4.6(2)
	6.3.3
	3.1.4.7(1)
	

	Guide Reference

	4.2.1
	4.2.2
	4.2.3
	4.2.4

	
	
	
	
	

	NERC Standard
	COM-002

R2
	EOP-001

R4.1
	IRO-005

R1.10
	

	
	
	
	
	


	Version: 1 
	Revision: 1
	Effective Date:  January 31, 2011


	Step
	Action

	OCN

	1
	As directed by the Shift Supervisor or when appropriate, issue an Operating Condition Notice (OCN).  The OCN can be issued for any of the following reasons or to obtain additional information from Market Participants.
· There is a projected reserve capacity shortage that could affect System reliability and may require more Resources.
· There is a Tropical Storm/Hurricane in the Gulf. Either entering the Gulf or a newly formed storm projected to impact Texas according to the “National Hurricane Center” (http://www.nhc.noaa.gov).
· A cold front is approaching with temperatures anticipated to be in mid to low 20o F range and maximum temperature expected to remain near or below freezing impacting 50% or more of major metropolitan areas.

· Wet weather, such as a tropical storm making land fall.

· Unplanned Transmission Outages that may impact System reliability.

· When adverse weather conditions are expected, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness.


	ADVISORY

	1
	As directed by the Shift Supervisor or when appropriate, issue an Advisory.  The Advisory can be issued for any of the following reasons or to obtain additional information from Market Participants.
· There is a Tropical Storm/Hurricane in the Gulf. Currently projected to impact Texas according to the “National Hurricane Center” http://www.nhc.noaa.gov.
· When conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term operating reliability.
· ERCOT may exercise its authority, in such circumstances, to increase Ancillary Service requirements above the quantities originally specified in the Day-Ahead in accordance with procedures.
· When weather or conditions require more lead-time than the normal Day-Ahead Market (DAM) allows.

· Transmission system conditions are such that operations within first contingency criteria are not likely or possible because of Forced Outages or other conditions.

· Loss of communications or control condition is anticipated or significantly limited.

· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request.

	WATCH

	1
	As directed by the Shift Supervisor or when appropriate, issue a Watch.  The Watch can be issued for any of the following reasons or to obtain additional information from Market Participants.
·  There is a Hurricane in the Gulf and an imminent landfall is expected in Texas effecting grid reliability.  http://www.nhc.noaa.gov
· A cold front has arrived with temperatures anticipated to be in mid to low 20°F range and maximum temperature expected to remain near or below freezing impacting 50% or more of major metropolitan areas

· A transmission condition has been identified that requires emergency energy from any of the CFE DC-Ties.
· Conditions have developed such that additional Ancillary Services are needed in the Operating Period.

· Insufficient Ancillary Services or Energy Offers in the DAM or in SASM.

· Market-based congestion management techniques embedded in SCED will not be adequate to resolve transmission violations.

· Forced Outages or other abnormal operating conditions have occurred, or may occur that require operations with active transmission violations.

· The need to immediately procure Ancillary Services from existing offers.
· ERCOT may instruct TOs to reconfigure ERCOT System elements as necessary to improve the reliability of the ERCOT System.

	EMERGENCY NOTICE

	1
	As directed by the Shift Supervisor or when appropriate, issue an Emergency Notice.  The Emergency Notice can be issued for any of the following reasons or to obtain additional information from Market Participants.
· SCED fails to reach a solution.

· ERCOT cannot maintain minimum reliability standards during the Operating Period using every Resource practically obtainable from the market.

· ERCOT forecasts an inability to meet applicable reliability standards and it has exercised all other reasonable options.

· A transmission condition has been identified causing unreliable operation or overloaded elements.

· A severe single contingency event presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to load, and/or overload of critical transmission elements and no practicable resource solution exists.

· ERCOT has determined a fuel shortage exists that would affect reliability.

· ERCOT varies from timing requirements or omits one or more Day-Ahead or Adjustment Period and Real-Time deadlines.

· DRUC failure

· HRUC failure

· SASM failure

· SCED failure


	Notifications

	HOTLINE
	Notify QSEs of Notice

Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing a [state Notice type] for [state reason].  [QSE] please repeat this back to me.  That is correct, thank you.”

Notify TOs of Notice

Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  At [xx:xx], ERCOT is issuing a [state Notice type] for [state reason].  [TO] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	POST
	· All notices must be posted on MIS Public using Notice Builder. 

· For “free form” messages, the only option is “public”

· For “free form” messages, the “Notice priority” will be specified as follows:

· OCN type messages – low priority

· Advisory/Watch type messages – medium priority

· Emergency type messages – high priority

	LOG
	Make log entry.
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