Power Operations Bulletin # 513

ERCOT has posted/revised the NODAL Resource Procedure Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
3.1
Compliance Monitoring

Procedure Purpose: To monitor QSE performance
	Protocol Reference
	3.9.1(7) & (8)
	6.3.2(2)
	6.4.2.5 (2)
	6.4.2.5(3)(b)

	
	6.4.8.1(1)
	6.5.7.5(2)
	6.5.9(3)
	8.1.1.3(3)

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 2
	Effective Date:  December 15, 2010


	Step
	Action

	Monitor Resource Status for Discrepancies

	NOTE
	ERCOT shall honor all Resource operating parameters in Dispatch Instructions under normal conditions and Emergency Conditions. During Emergency Conditions, ERCOT may verbally request QSEs to operate its Resources outside normal operating parameters.  If such request is received by a QSE, the QSE shall discuss the request with ERCOT in good faith and may choose to comply with the request.

	Monitor COP
	REVIEW REFERENCE DISPLAY:

Market Participation>Physical Market>Market Operator Data>COP Monitor

Periodically:

· Review the COP changes utilizing the Date/Time of Submission column as a reference;

IF:

· A QSE has changed a resource status code, resource parameter, or ancillary service on a specific resource; 
THEN:

· Review the change in the COP Monitor, AND

· Notify the QSE representing the resource if the change is unacceptable to ERCOT.

	Telemetered Status
	REVIEW REFERENCE DISPLAY:

Market Participation>Physical Market>Market Operator Data>Consistency Checks
IF:

· Discrepancy is identified between a COP and telemetered Resource Status;
THEN:

· Call the QSE representing Resource to determine the correct resource status and have them make the necessary correction.

	Not Dispatchable to SCED
	REVIEW REFERENCE DISPLAY:

EMS Applications>Generation Area Status>Nodal Operational Status>Resource Limit Data>Unit Tab
WHEN:

· A QSE has telemetered more A/S on a specific Resource that is greater than their HSL, OR

· A Resource is generating more than their telemetered HSL; 

THEN:

· SCED will set the HDL=LDL=MW making the Resource undispatchable,

· Request the QSE to make corrections to telemetry (Resource status, Resource limits, A/S responsibilities, etc)

	ON
TEST
	· If the ONTEST Resource Status Code is used to indicate that a Generation Resource is performing a test, the QSE should notify ERCOT by 1800 in the Day-Ahead,
· Review the list of approved Resources to be ONTEST,
· ONTEST can be used by the QSE when in the start-up and shut-down mode.

	Control Block Up/Down
	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Related Displays>Expected Generation and Load Details>Unit tab

· Control Block Current UP/DN are telemetry points that a QSE can use in emergency situations to communicate that a resources ability to adjust its output has been unexpectedly impaired.
· If a QSE has a Control Block set for greater than 5 minutes, the system will set the corresponding (UP/DN) Too Long flag to indicate this to the operator.

	

	
	


· 
· 

	Manual Override Checks

	1
	Market Participation>Real-Time Market>SCED Displays>DSI Displays>DSI Data Processes>DSI Operator Manual Overide HDL and LDL

Periodically:

· Review the Manual HDL and LDL overrides to ensure they are still needed.

IF:

· Override exists;

THEN:

· Coordinate with the Transmission Operator to determine if override is still needed.

	Dynamically Scheduled Resource

	NOTE
	Each QSE may not have more than one DSR Load.

	DSR
	REVIEW REFERENCE DISPLAY:

EMP Applications>Generation Area Status>Analyst Displays>Gen Monitoring Displays>Dynamic Schedules>Load Based

IF:

· A DSR load signal fails for any reason for > than one 15 minute Settlement Interval;
THEN:

· Notify the QSE and notify the Helpdesk to suspend validation of DSR Output Schedule. 
IF:

· A DSR load signal fails for more than 10 consecutive hours;
THEN:

· Notify the Helpdesk to have DSR suspended until the signal is reliably restored.

	NOTE
	IF:

· The signal failure is identified to be an ERCOT communication problem;
THEN:

· ERCOT will not suspend the QSE’s ability to use DSR.

	Monitor QSE Ancillary Services Obligation

	Monitor
	Monitor the Regulation A/S details, RRS details and Non-Spin details displays.

	NOTE
	If any A/S insufficiencies are identified in the HRUC solution, refer to the “Replacement of Ancillary Service Due to Undeliverable/Failure to Provide” section of the “Supplemental Ancillary Services Market” procedure.

	Real-Time

A/S

Shortage
	A workaround for the auto notification is below, the automated notification may occur sometime after post-go-live.
QSEs receive automatic notifications via the MIS Certified Area when the sum of each of the QSEs Resources’ telemetered A/S Resource Responsibility with the QSEs total A/S Responsibility Do Not match.

WHEN:

· QSEs receive this notification;

THEN:

· The QSE shall notify ERCOT immediately of the expected duration of the QSEs inability to meet its obligation, AND 
· Within ten minutes, the QSE must:

· Correct the telemetered A/S Resource Responsibility to provide sufficient capacity, OR
· Provide both appropriate justification for not satisfying their A/S Obligation AND a plan to correct the shortfall that is acceptable.

IF:

· The QSE is unable to replace their A/S Obligation;
THEN:

· Notify the Shift Supervisor and determine if A/S shortage amount is sufficient enough for ERCOT to replace from existing offers.

	Real-Time

A/S

Shortage
	WHEN:

· A QSE shows a Real-Time A/S shortage;
NOTIFY:

· The effected QSE of their QSEs Resources’ telemetered value and their A/S Resource Responsibility;
THEN:

· Within ten minutes, the QSE must:

· Correct the telemetered A/S Resource Responsibility to provide sufficient capacity, OR
· Provide both appropriate justification for not satisfying their A/S Obligation AND a plan to correct the shortfall that is acceptable.

IF:

· The QSE is unable to replace their A/S Obligation;

THEN:
· Notify the Shift Supervisor and determine if A/S shortage amount is sufficient enough for ERCOT to replace from existing offers.

	A/S 
Difference 

in COP
	REVIEW REFERENCE DISPLAY:

Market Participation>Physical Market>SASM Market>AS Responsibility - QSE
Market Participation>Physical Market>SASM Market>Failure To Provide
IF:

· A/S Difference (MW) column displays negative values in RED;
THEN:

· Verify that the Notification Flag column displays a “Y” (should automatically default).  Change the “Y” to “No” for past hours and next day hours.  Commit to database,

· Press the “Send Notification” button and acknowledge the pop-up box indicating the notifications were sent,

· Navigate to the Failure To Provide display and call the Market Participants that are displayed with a Failure MW,

IF:

· The QSE states that they cannot replace the service within two hours;
THEN:

· Notify the Shift Supervisor and determine if a SASM should be opened.

IF:

· It is determined that a SASM should be opened;
THEN:
· Proceed to the SASM>Running a SASM for Failure To Provide section 6.7.2 of the Desktop Guide.

	Infeasible

A/S

Capacity
from 

RUC
	REVIEW REFERENCE DISPLAY:

Market Participation>Physical Market>SASM Market>AS Infeasibility

Market Participation>Physical Market>SASM Market> AS Replacement
IF:

· The Infeasible MW column is displaying MW values;
THEN:

· Change the Notification Flag to “Y” and commit to database,

· Press the “Send Notification” button and acknowledge the pop-up box indicating the notifications were sent,

· Navigate to the AS Replacement display and call the Market Participants that are displayed with an Infeasible MW.

IF:

· The QSE states that they cannot replace the service within two hours;
THEN:

· Notify the Shift Supervisor and determine if a SASM should be opened;
IF:

· It is determined that a SASM should be opened;
THEN:
· Proceed to the SASM>Running a SASM for Undeliverable section 6.7.1 of the Desktop Guide.

	NOTE
	A QSE that has one or more of its Resources RUC-committed to provide Ancillary Services must increase its Ancillary Service Supply Responsibility by the total amount of RUC-committed Ancillary Service quantities.  The QSE may only use a RUC-committed Resource to meet its Ancillary Service Supply Responsibility during that Resource’s RUC-Committed Interval if the Resource has been committed by the RUC process to provide Ancillary Service.  The QSE shall indicate the exact amount and type of Ancillary Service for which it was committed as the Resource’s Ancillary Service Resource Responsibility and Ancillary Services Schedule for the RUC-Committed Intervals for both telemetry and COP information provided to ERCOT.  Upon deployment of the Ancillary Services, the QSE shall adjust its Ancillary Services Schedule to reflect the amounts requested in the deployment.


3.7
Responding to North to Houston Interface Issues

Procedure Purpose:  Deployment/Termination of Non-Spin Reserve Service for Congestion Management as requested by the Transmission Operator.
	Protocol Reference
	6.5.9.1(1)(e)
	
	
	

	
	
	
	
	

	Guide Reference 
	
	
	
	

	
	
	
	
	

	NERC Standard
	EOP-001

R2, R4.2
	EOP-003

R1
	IRO-002

R6, R8
	IRO-003

R1

	
	IRO-004

R3
	IRO-005

R1.2, R1.3, R1.7, R3, R5, R16, R17
	IRO-006

R1, R4
	TOP-002

R10

	
	TOP-004

R1, R2, R6, R6.6
	TOP-006

R5
	TOP-007

R3, R4
	TOP-008

R1
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	Step
	Action

	
	

	
	
· 

· 
· 

· 
· 

	
	
· 
· 

· 
· 

	

	Issue

Watch &

Deploy

Non-Spin
	WHEN:

· Notified by the Transmission Operator to deploy Non-Spin in the Houston area for the North-Houston Interface;
THEN:

· Deploy Non-Spin in the Houston area (Coast Weather Zone WZ_COAST)

· Using the hotline, issue a Watch,

· Post on MIS Public using Notice Builder.

Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  ERCOT is issuing a Watch for the North to Houston interface.  ERCOT has deployed Non-Spin to specific resources to alleviate the condition.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	NOTE
	To the extent that ERCOT deploys a Load Resource that has chosen a block deployment option, ERCOT shall either deploy the entire offer or, if only partial deployment is possible, skip the offer by the Load Resource with the block deployment option and proceed to deploy the next available Resource.

	Issue

Emergency

Notice &

Deploy Load

Resources
	WHEN:

· Notified by the Transmission Operator to deploy Load Resources in the Houston area for the North-Houston Interface;
THEN:

· Deploy Load Resources in the Houston area (Coast Weather Zone WZ_COAST) by XML (Refer to Desktop Guide section 6.1 “Loads providing RRS Deployment and Recall”)
· Using the hotline, issue the Emergency Notice,

· Post on MIS Public using Notice Builder.

Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  ERCOT has issued an Emergency Notice for the North to Houston interface and has issued you an electronic directive for the deployment of specific Load Resources to alleviate the condition.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Recall

Load

Resources
	WHEN:

· Notified by the Transmission Operator to recall Load Resources in the Houston area for the North-Houston Interface;
THEN:

· Recall Load Resources in the Houston area (Coast Weather Zone WZ_COAST) by sending a Zero MW XML (Refer to Desktop Guide section 6.1 “Loads providing RRS Deployment and Recall”)
· Using the hotline, cancel the Emergency Notice,

· Cancel message on MIS Public using Notice Builder.

Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  ERCOT is canceling the Emergency Notice for the North to Houston interface and has issued you an electronic directive for the recall of Load Resource deployments.  ERCOT is reminding everyone that a Watch is still in effect until further notice.   [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Recall

Non-Spin
	WHEN:

· Notified by the Transmission Operator to recall Non-Spin in the Houston area for the North-Houston Interface;
THEN:

· Recall Non-Spin in the Houston area (Coast Weather Zone WZ_COAST)

· Using the hotline, cancel the Watch,

· Post on MIS Public using Notice Builder.

Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  ERCOT is canceling the Watch for the North to Houston interface.  ERCOT has recalled Non-Spin to specific resources to alleviate the condition.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Log
	Log the actions taken.


3.8
Quick Start Generation Resource
Procedure Purpose:  Understanding Quick Start Generation Resources.
	Protocol Reference
	3.8.1 
	3.8.2
	3.8.3
	

	
	
	
	
	

	Guide Reference 
	
	
	
	

	
	
	
	
	

	NERC Standard
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	Step
	Action

	QSGR
	A Generation Resource that while in its cold-temperature state can come On-Line within ten minutes of receiving ERCOT notice and has passed an ERCOT Quick Start Generation Resource test which establishes the amount of capacity that can be deployed within a ten minute period.

	COP
	The QSE for a QSGR that is available for deployment by SCED shall set the COP LSL and HSL values to the expected sustainable LSL and HSL for the QSGR for the hour.  If the QSGR is providing Non-Spin service, then the A/S Resource Responsibility for Non-Spin shall be set to the Resource’s Non-Spin obligation in the COP.  If the Resource’s Non-Spin obligation is less than the difference between HSL and LSL, then the QSGR that is available for deployment by SCED shall set the COP Resource Status to ON, otherwise it shall be set to OFFNS.

	Telemeter
	The QSGR shall telemeter a Resource Status of ON and an LSL of zero prior to receiving a deployment instruction from SCED.  This status is necessary in order for SCED to recognize that the Resource can be Dispatched.  The status of the breaker shall be open and the output of the Resource shall be zero in order for the State Estimator to correctly assess the state of the system.  After being deployed for energy by SCED, the Resource shall telemeter an LSL equal to or less than the Resource’s actual output until the Resource has ramped to its physical LSL.  After reaching its physical LSL, the QSGR shall telemeter an LSL that reflects its physical LSL.  The QSGR shall always telemeter an Ancillary Service Resource Responsibility for Non-Spin to reflect the Resource’s Non-Spin obligation and shall always telemeter an Ancillary Service Schedule for Non-Spin of zero to make the capacity available for SCED.

	SCED
	IF:

· A QSGR requests a manual override within the first ten minutes after the SCED time stamp;
THEN:

· Manually override the Resources LDL to a level equal to the COP LSL,
· Release after a couple of intervals.  This should only be done until the Resource is operating at or above their COP LSL.

	Log
	Log all actions taken as necessary.


5.1
Supplemental Ancillary Service Market

Procedure Purpose:  To “Open” and/or “Execute” a Supplemental Ancillary Service Market for A/S insufficiencies due to increased amounts above Day-Ahead requirement, infeasible (stranded) caused by congestion, or failure to provide by the QSE.

	Protocol Reference


	6.4.8.1
	6.4.8.1.1
	6.4.8.1.2
	6.4.8.1.3

	
	3.16 (4)
	6.4.8.2
	6.4.8.2.2
	6.5.9(4)

	Guide Reference


	
	
	
	

	
	
	
	
	

	NERC Standard
	
	
	
	


	Version:  1
	Revision: 2
	Effective Date:  December 15, 2010


	Step
	Action

	NOTE
	· There is no definitive time by which a SASM needs to start, however the SASM process must be completed at least 2 hours before the start of the Operating Hour (Example: for A/S needed in HE 14, SASM must be completed by HE 11).  The SASM timeline depends on the triggering of the event.

· Once the notice is given, no further offers are eligible for that SASM.

· ERCOT may not buy more of one A/S in place of the quantity of a different service.

· A QSE may not self-arrange for A/S procured in response to Emergency Conditions.

	Procurement of Ancillary Services due to DAM Failure

	Procurement

Timeline
	If the Day-Ahead Market fails to run for the next day, the ancillary services will have to be procured through SASM.  The SASM must be executed in the Adjustment Period for the next day (which starts at 1800).  The SASM timeline is as follows

Time X = Notify QSEs and open SASM market

Time X + 30min = Verify SASM market has closed
Time X + 35min = Execute SASM (and Price Run/Sensitivity Analysis if needed)
Time X + 45min = Notify QSEs with awards

Time X + 60min = Validate COPs and A/S schedules

	1
	IF:

· The Day-Ahead Market fails to run for the next day;
THEN:

· Verify with the RUC Operator that the Hotline call notifying the Market that the DAM failed,

· Make the following hotline notification before opening the SASM,

· Procure all Ancillary Services for the next operating day through a Supplemental Ancillary Services Market (SASM).  Refer to Section 6.7.4 of the Desktop Guide:
Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  At [time] ERCOT will be opening a SASM to procure all Ancillary Services for [operating day] due to the Day-Ahead Market failure.  [QSE] please repeat this back to me.  That is correct, thank you.”

	2
	IF:

· SASM did not procure the amount of AS requested;
THEN:

· Notify the RUC Operator to replace the remaining insufficiencies in the next HRUC.

	3
	Prepare email with the following information:

· Date
· Reason
· Each hour of SASM

· Procured amount of each A/S requirement
· PVT transferred

	4
	Send information in an email to the following distribution list:

· SASM
· 
· 

	ERCOT Increases the Amount of Ancillary Services

	A/S Plan Increase

Timeline
	If the AS plan is increased above that specified in the Day-Ahead, QSEs have 30 minutes (after notification by ERCOT) to Self-Arrange the additional AS Obligations.  The timeline is as follows:

Time X = Notify QSEs and open SASM market

Time X + 30min = Verify SASM market has closed
Time X + 35min = Execute SASM (and Price Run/Sensitivity Analysis if needed)
Time X + 45min = Notify QSEs with awards

Time X + 60min = Validate COPs and A/S schedules

	1
	IF:

· More Ancillary Services are needed for one or more Operating Hours than were provided in the Day-Ahead;
THEN:

· Issue  a Watch by making a Hotline Notification and post message on MIS Public using Notice Builder,

· Procure more Ancillary Services through a Supplemental Ancillary Services Market (SASM).  Refer to Section 6.7.3 of the Desktop Guide.

Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  ERCOT is issuing a Watch due to the need to increase the system wide A/S requirement above what was procured in the Day-Ahead Market due to [state the reason].  [QSE] please repeat this back to me. That is correct, thank you.”

	2
	IF:

· SASM did not procure the amount of AS requested;
THEN:

· Notify the RUC Operator to replace the remaining insufficiencies in the next HRUC.

	3
	Prepare email with the following information:

· Date
· Reason
· Each hour of SASM

· Procured amount of each A/S requirement
· PVT transferred

	4
	Send information in an email to the following distribution list:

· SASM
· 
· 

	5
	Once verified that all Ancillary Service has been procured, cancel the Watch:

Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back.  This is ERCOT Operator [first and last name].  ERCOT is canceling the Watch for increasing the system wide A/S requirement. [QSE] please repeat this back to me. That is correct, thank you.”

	Replacement of Ancillary Service Due to Infeasibility/Failure to Provide

	Undeliverable

/Insufficient A/S Timeline
	If the SASM is being executed to replace AS capacity, either due to transmission constraints or QSE failure-to-provide, the previous 30 minute window for QSE self-arrangement of A/S is not needed.  ERCOT will proceed directly to the SASM execution and procure A/S from existing offers.  The timeline is as follows:

Time X = Determine type and amount of A/S to procure.
Time X + 5min = Execute SASM (and Price Run/Sensitivity Analysis if needed)
Time X + 15min = Notify QSEs with awards

Time X + 30min = Validate COPs and A/S schedules

	NOTE
	For A/S that is Infeasible, a QSE has two (2) hours to notify ERCOT:

· It will be substituted on another Resource

· They will replace the A/S through a trade with another QSE 
· All or Part of the A/S needs to be replaced

For an A/S shortage that is due to Failure to Provide, a QSE must notify ERCOT  within an acceptable timeframe, but no longer than two (2) hours:

· It will be substituted on another Resource,
· They will replace the A/S through a trade with another QSE

· The A/S needs to be replaced

	1
	IF:

· A QSE is unable to provide the Ancillary Service capacity allocated to a specific Resource;
THEN:

· Determine if the infeasible/insufficient amount is significant enough to replace through SASM 

IF:

· It is determined that a SASM should be run;
THEN:

· Execute SASM (Refer to section 6.7.1 in the Desktop Guide).

	2
	IF:

· SASM did not procure the amount of AS requested;
THEN:

· Notify the RUC Operator to replace the remaining insufficiencies in the next HRUC.

	3
	Prepare email with the following information:

· Date
· Reason
· Each hour of SASM

· Procured amount of each A/S requirement
· PVT transferred

	4
	Send information in an email to the following distribution list:

· SASM
· 
· 

	Replacement of Ancillary Services in Real Time

	NOTE
	When issuing a VDI to a Resource for Real Time A/S insufficiency, ensure the QSE understands the unit is being brought online to provide an A/S.  Also verify the QSE’s COP is updated when the unit is online.

	1
	IF:
· A Real Time A/S shortage exists, AND

· It is determined to be a reliability issue; 
THEN:

· Issue a VDI to commit an off-line Resource that is qualified to provide the insufficient A/S in the time frame needed (Refer to the SASM section 6.7.5 of the Desktop Guide).

· Choose “COMMIT” as the Instruction Type from Resource Level
· In text, state “commit for replacement of [A/S type]”








