Power Operations Bulletin # 482
ERCOT has revised the Frequency Control Desk Procedure Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.1.2
Three Part Communication
Procedure Purpose: To ensure that three part communication is used for all directives. 
	Protocol Ref. 
	
	
	
	

	
	
	
	
	

	Guide Ref. 
	
	
	
	

	
	
	
	
	

	NERC Std.
	COM-002-2 
	
	
	

	
	R2
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	Version:
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	Step
	Action

	NERC:
	Each Reliability Coordinator, Transmission Operator, and Balancing Authority shall issue directives in a clear, concise, and definitive manner, shall ensure the recipient of the directive repeats the information back correctly; and shall acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	NOTE:
	A directive is an authoritative instruction or direction; specific order.

	1
	ERCOT ISO is the Reliability Coordinator, Transmission Operator, and Balancing Authority.

When issuing a directive you shall follow the three-part communication:

· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement

Failing to do any one of the three parts is a NERC Reliability Standard violation.

	2
	Many scripts have been placed throughout the procedures as a reminder for the three-part communication.  However, a script cannot be provided for every scenario.  Effective three-part communication skills are mandatory.

	3
	In order to ensure consistent compliance, our standard expectation is that three-part communication will be used for all but face-to-face communication and will be used for all communications regardless of whether or not they are directives.


2.5.1
Frequency Control Operating Procedure

Procedure Purpose: To maintain system frequency within acceptable levels.
	Protocol Ref. 
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	NERC Std.
	BAL-002-0
R6, R7, R8
	BAL-005-0.1b
R6
	BAL-007
	NUC-001
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	Step
	Action

	Objective:
	· Frequency should be maintained within +/- 0.03 Hz of schedule

· Attempt to maintain CPS1 scores over 100

Reference Displays:

Generation Area Status

Responsive, Regulation, and SCE – Regulation

Responsive, Regulation, and SCE – Regulation – Details


	BAAL
	Corrective action shall be taken whenever the clock-minute average ACE is outside its clock-minute average Balancing Authority ACE Limit (BAAL). This is to ensure that the Balancing Authority ACE does not remain outside the BAAL for more than 30 consecutive clock-minutes.  Performance under BAAL will be captured under the following:

BAALHigh – effective when Actual Frequency id greater than 60 Hz.

ERCOT ISO BAALHigh = 60.09 HZ = 600 MW

BAALLow – effective when Actual Frequency is less than 60 Hz.

ERCOT ISO BAALLow = 59.91 HZ = -600 MW

	 Response to High Frequency

	BAAL
SHEET
	Open realtime on ‘erpfileb’/_Operations Official Spreadsheets/BAL 007 ERCOT Interconnection and select Control T simultaneously to start spreadsheet.

	MONITOR
	Frequency above 60.05 and continuing to climb or over 60.05 > five minutes:

· Remove SCE feedback from QSEs with positive SCE and monitor frequency response.
· Consult with the Transmission and Security desk to confirm that no OOMs from that desk could be affecting frequency.
· Check to ensure available Down Regulation.

	10

MINUTES
	If 10 consecutive minutes of ACE above BAALHigh (60.09 Hz):
· Monitor regulation services and ensure that deployments are sent out.

· Remove SCE feedback from QSEs with positive SCE and monitor frequency response.
· If out of Down Regulation, issue fleet down instructions to the QSE(s) with positive SCE. 
· Only if additional measures are needed, issue fleet down instruction to a QSE with sufficient Down Regulation (see script below).
Issue Verbal Dispatch instructions to one or more QSE’s with positive SCE: 

Typical script:
This is ERCOT operator [first and last name].  ERCOT is issuing VDI [#] to [QSE].  Reduce your fleet generation by [MW amount] due to high frequency.  Please repeat this directive back to me.  That is correct, thank you.”

It is not mandatory that a VDI # is given with the directive, if filling out paperwork later, use script below:

Typical script:
This is ERCOT operator [first and last name].  Reduce your fleet generation by [MW amount] due to high frequency.  Please repeat this back to me.  That is correct.  I will call back with a VDI #.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	15

MINUTES
	If 15 consecutive minutes of ACE above BAALHigh (60.09 Hz):
· Remove SCE feedback from QSEs with positive SCE and monitor frequency response. 

· 
· Issue fleet down instructions to the QSE(s) with positive SCE.

· Issue fleet down instructions to additional QSEs with Down Regulation room (see script above).

· Log the event and notify Shift Engineer.

· Shift Engineer will send the event notification via email to BAALfieldtrials@ercot.com

	20

MINUTES
	If 20 consecutive minutes of ACE above BAALHigh (60.09 Hz):
· Remove SCE feedback from QSEs with positive SCE and monitor frequency response. 

· 
· Issue fleet down instructions to the QSE(s) with positive SCE.

· Issue fleet down instructions to additional QSEs with Down Regulation room (see script above).

· Log the event and actions undertaken to bring the frequency below BAAL trigger limit.

	25

MINUTES
	If 25 consecutive minutes of ACE above BAALHigh (60.09 Hz): 
· 
· Issue fleet down instructions to additional QSEs with Down Regulation room (see script above).

· Log the event and actions undertaken to bring the frequency below BAAL trigger limit.

	STABLE
	Once regulation is restored and frequency is stable, end fleet down generation instructions:

Typical script:
This is ERCOT operator [first and last name].  ERCOT is ending VDI [#] at [time].  This ends the fleet down instruction.  Please repeat this back to me.  That is correct, thank you.”

	 Response to Low Frequency

	BAAL

SHEET
	Open realtime on ‘erpfileb’/_Operations Official Spreadsheets/BAL 007 ERCOT Interconnection and select Control T simultaneously to start spreadsheet.

	MONITOR
	Frequency below 59.95 and continuing to drop or below 59.95 > 5 minutes:

· Remove SCE feedback from QSEs with negative SCE and monitor frequency response.

· Consult with the Transmission and Security desk to confirm that no OOMs from that desk could be affecting frequency.
· Check to ensure available Up Regulation.

	10

MINUTES
	If 10 consecutive minutes of ACE is less than BAALLow (59.91 Hz):

· Monitor regulation services and ensure that deployments are sent out.

· Remove SCE feedback from QSEs with negative SCE and monitor frequency response.
· Call QSEs with negative SCE and instruct them to increase generation to return their SCE to zero as soon as possible. 

· 
· If out of Up Regulation, change “Deploy Freq (Hz)” to 59.950 and “Recall Freq (Hz)” to 59.999.

	15

MINUTES
	If 15 consecutive minutes of ACE is less than BAALLow (59.91 Hz): 

· Monitor regulation services and ensure that deployments are being sent out.

· Remove SCE feedback from QSEs with negative SCE.

· Explain to the QSE with the negative SCE that their dispatch is causing the low Frequency resulting frequency to be lower than NERC BAALLow trigger limit. Instruct the QSE with the negative SCE to bring their SCE back to zero within 10 minutes.
· If out of Up Regulation, change “Deploy Freq (Hz)” to 59.950 and “Recall Freq (Hz)” to 59.999.
· Log the event and notify Shift Engineer.

· Shift Engineer will send the event notification via email to BAALfieldtrials@ercot.com.








	20

MINUTES
	If 20 consecutive minutes of ACE is less than BAALLow (59.91 Hz): 
· Monitor regulation services and ensure that deployments are sent out.

· Remove SCE feedback from QSEs with negative SCE.

· Explain to the QSE with the negative SCE that their dispatch is causing the low Frequency resulting frequency to be lower than NERC BAALLow trigger limit. Instruct the QSE with the negative SCE to bring their SCE back to zero within 5 minutes. Get an update on dispatcher actions and corrective actions being taken. 
· If out of Up Regulation, change “Deploy Freq (Hz)” to 59.950 and “Recall Freq (Hz)” to 59.999.
· 
· Log the event and actions undertaken to bring the frequency above BAAL trigger limit.

	25

MINUTES
	If 25 consecutive minutes of ACE is less than BAALLow (59.91 Hz):
· If the non-compliant QSE’s inform you that they cannot restore zero (0) SCE or no QSE appears to be hanging out or no physical regulation down service is available. 
· If out of Up Regulation, change “Deploy Freq (Hz)” to 59.950 and “Recall Freq (Hz)” to 59.999.
· 
· Log the event and actions undertaken to bring the frequency above BAAL trigger limit.

	STABLE
	Once regulation is restored and frequency is stable:

Change the “Deploy Freq (Hz)” to 59.910 and “Recall Freq (Hz)” to 59.970.




	CRITERIA
	Performance under the BAAL criteria for the yearly incentive plan will have the following levels of performance:

· Level 1: Average of the 12 Monthly Maximum Durations not to exceed 25 minutes.

· Level 2: Average of the 12 Monthly Maximum Durations not to exceed 17 minutes.

· Level 3: Average of the 12 Monthly Maximum Durations not to exceed 14 minutes.

Individual performance will be assessed Level 0 if ACE exceeds the BAAL for more than 30 consecutive clock-minutes.



	NOTIFY
	If it is recognized that frequency is or expected to be outside +/- 0.1 Hz for a non-transient event and will not recover within 15 minutes, notify the Nuclear Power Plants QSEs.

	Loss of Frequency Control

	EMS

ISSUES
	IF the Energy Management System (EMS) frequency control is not functioning as indicated by:

· AGC is SUSPENDED or PAUSED or

· “Last AGC Cycle” time on Generation Area Status display is not updating, or
·  AGC operation adversely impacts the reliability of the Interconnection

Place a large QSE (that has regulation reserve) on constant frequency, by issuing a VDI.

	MONITOR

MODE
	· In the scenario where AGC operation adversely impacts the reliability of the interconnection, (ERCOT is handing over the frequency control to a large QSE), ERCOT AGC should be placed into the MONITOR mode.

	QSE

HOTLINE
	Using the Hotline, notify all QSEs that ERCOT is having computer issues and is putting a QSE on constant frequency.

· When QSEs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.

Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. ERCOT is currently having computer issues and has put a QSE on constant frequency until further notice.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.”

	TO

HOTLINE
	Notify the Transmission & Security Desk to make the same hotline call to the TO’s.

	FLEET
	If the QSE that is put on constant frequency is having trouble keeping up, issue fleet VDI’s to other QSE’s to help out or put a different QSE on constant frequency.  Remember to take the first QSE off constant frequency.



	QSE

HOTLINE
	When frequency control is functional, remove QSE from constant frequency.

Notify all QSE’s by Hotline that ERCOT is back on control.

· When QSEs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.

Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. ERCOT is back to normal operations.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.”

	TO

HOTLINE
	Notify the Transmission & Security Desk to make the same hotline call to the TO’s.

	LOSS OF

EMS OR

SITE

FAILOVER
	The ability to view an adequate Frequency source during a site-failover, Database load or if AGC is temporarily unavailable may be limited.  To view the system Frequency during these conditions you may monitor the following sources.

· ERCOT Control Room digital wall frequency displays

· PI ProcessBook → ERCOT → TrueTime Frequency (Taylor) and/or

· PI ProcessBook → ERCOT → TrueTime Frequency (Austin)
Refer to procedure 2.5.2 for Actions When Frequency Telemetry is Incorrect.


2.5.4 
Potential DCS Event 

Procedure Purpose: To meet NERC Recovery Criteria after a potential NERC Reportable DCS Event.
	Protocol Ref. 
	
	
	
	

	
	
	
	
	

	Guide Ref. 
	
	
	
	

	
	
	
	
	

	NERC Std.
	BAL-002-0
R2.4, R6.2
	EOP-001-0
R5
	EOP-002-2.1
R5, 6.1
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	Step
	Action

	NOTE:
	There are times when the MW amount lost will be more than the NERC reportable amount.  In these cases LaaRs can be used to recover frequency.


	NOTE: 
	NERC Recovery Criteria

Within 15 minutes ERCOT shall:
· Return system frequency to scheduled frequency if it was greater than or equal to scheduled frequency prior to the disturbance, OR
· Return system frequency to its pre-disturbance value if it was less than scheduled frequency prior the disturbance.

ERCOT ISO shall fully restore the minimum Contingency Reserve requirement of the ERCOT Region’s largest single contingency (1354 MW) as soon as practical.  Within 90 minutes, ERCOT ISO will restore Responsive Reserves to 2300 MW or greater.  This 90 minute restoration period begins at the end of the disturbance recovery period.
A potential NERC Reportable DCS Event
· Single contingencies – one event characterized by the sudden, unanticipated loss of generation greater than or equal to 1083 MW  OR

· Multiple contingencies – the loss of multiple units within one minute or less if the combined magnitude exceeds 1083 MW. 

It is anticipated that the deployment of LaaRs will occur in stages.

LaaRs UFRs are set at 59.7 Hz.

If ERCOT declares an “Emergency Notice”, a text message may be sent as time permits so as not to impede system operations.

In order to control frequency, be prepared to issue a “Fleet Down” VDI once the system has recovered to its scheduled/pre-disturbance frequency value.

	1
	When a low frequency disturbance occurs due to a loss of generation, DETERMINE immediately, by calculating the loss of generation, if the event is potentially a NERC Reportable DCS Event.

	2
	If a low frequency disturbance occurs, AND there is NO indication of a generation loss, determine the magnitude of the event by using the “Interconnection Control Error ” tag, Analyze the change in this tag after a minimum of 20 seconds to avoid the initial overshoot.  Assume that a potential DCS event has occurred and SCADA communications has been lost if the total generation loss is greater than 1000 MW, implement Step 4 of this procedure.

· Determine the magnitude of the event by using the “Interconnection Control Error” tag on the “ERCOT & QSE Summary Page” in PI.

· Take care to calculate the entire generation loss from the PI tag, not just the difference between zero and the lowest number.

Example:

If the “Interconnection Control Error” pre-disturbance value is +150 MW, and post disturbance value is -950 MW, then the total generation loss is 1100 MW.  This constitutes a NERC Reportable DCS Event.

	3
	IF the event is not a NERC Reportable DCS Event, proceed with normal operation.

	4
	IF the event is a potentially NERC Reportable DCS Event and the Frequency is above 59.7 Hz,

· When system conditions warrant, issue a VDI using the hotline instructing QSEs to deploy ALL un-deployed LaaRs and hydro generation that are bid to supply Responsive Reserve.
Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is issuing Verbal Dispatch Instruction F-(mmddyy-#) to all QSEs and instructing all QSEs to deploy LaaRs and hydro supplying Responsive Reserve.  [QSE] please repeat this directive back to me.  That is correct, thank you.”

It is not mandatory that a VDI # is given with the directive, if filling out paperwork later, use script below:

Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is issuing a Verbal Dispatch Instruction instructing all QSEs to deploy LaaRs and hydro supplying Responsive Reserve.  [QSE] please repeat this directive back to me.  That is correct; I will call back with a VDI #.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.  

	5
	Review Hotline participants and log any issues. If necessary call participants individually. 

	6
	Complete the VDI form (See Desk Top Guide Section 7.4) and process.

· Issued a Verbal Dispatch Instruction to – write in “All QSEs”

· Receiving entity’s operator – write in “All QSEs”

· The instruction was as follows:  “All QSEs are required to deploy any un-deployed LaaRs and hydro supplying Responsive Reserve due to a potential DCS event.”

	7
	REQUEST that the Transmission & Security Desk notify the Transmission Operators that LaaRs are being deployed.   

	NOTE:
	verify all RRS from resources is recalled prior to restoring LaaRs providing RRS.

	8
	REQUEST that the Transmission & Security Desk notify the Transmission Operators that LaaRs are being restored.


2.6.8
Implement EEA 

Procedure Purpose: To implement an Energy Emergency Alert(s) for the appropriate system conditions. 
	Protocol Ref. 
	5.6.7
	
	
	

	
	
	
	
	

	Guide Ref. 
	4.5.3.2
	
	
	

	
	
	
	
	

	NERC Std.
	COM-002-2
R2
	EOP-001-0
R3.1, R3.3, R5
	EOP-002-2.1
R1, R2, R4, R6.1, R6.2, R6.4, R6.6, R8
	IRO-005-2
R1.5, R1.10
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	Step
	Action

	NOTE:
	Frequency Control Desk will implement applicable levels of the EEA. 

EEA in this procedure is to be implemented in concert with the Transmission & Security Desk EEA procedures.

Public media appeals may be enacted prior to EEA as deemed necessary by the Shift Supervisor. When a media appeal for voluntary energy conservation is enacted QSE’s should be notified via Hotline call.
For the purpose of this procedure, Physical Responsive Capability PRC plus Responsive Reserve Service (RRS) provided from LaaR as defined and used in the ERCOT Operating Guides Section 1.6 and 4.5.3.3 shall be referred to as Adjusted Responsive Reserves.

	NOTE:
	Whenever the QSE or TO hotline is used to issue an Emergency Notice that any level of EEA is being implemented, direct all hotline participants to remain on the line until a hotline participant of your choice correctly repeats back to you the directive. If the repeat back is not acceptable, restate the directive and direct them to repeat back again. Continue until an acceptable repeat back is received.

	NOTE:
	IF frequency falls below 59.8 Hz, ERCOT CAN immediately implement EEA 3.

IF frequency falls below 59.5 Hz, ERCOT SHALL immediately implement EEA 3

	1a
	Implement EEA 1 IF:
· Adjusted Responsive Reserves fall below 2300 MW, OR
· ERCOT has deployed over 760 MW of Responsive Reserve Service (RRS) supplied from generation resources in response to low frequency due to a capacity insufficiency.

 Reference Display: 

Generation Area Status, Generation Reserve Status, Available Details,     ERCOT ON UNIT ERCOT Load Acting As Resource (LaaR)

	1b
	Using the hotline, notify QSEs to implement EEA 1.

· When QSEs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.
Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is implementing EEA 1 due to adjusted Responsive Reserve is below 2300 MW, QSEs are to do the following:

·  Report when online available capacity is at risk due to adverse circumstance.  

· Immediately and continually update Resource Plans to reflect all resource delays and limitations should they occur.

· Notify ERCOT of all available uncommitted units within the expected time frame of the emergency. 
· QSE’s are not to take units off-line while ERCOT is in emergency operations unless it is due to a forced outage.
· Suspend testing on all resources.

· QSEs are to report back to the ERCOT System Operator on the progress and/or completion of the aforementioned items.
· ERCOT ISO is reminding you, that you can schedule available interchange into ERCOT across the DC-Ties.  
[QSE] please repeat this directive back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	1c
	As time permits, notify the Shift Supervisor of any issues during the call.


	1d
	Ensure the following is posted on the ENS and MIS:

· Implemented EEA 1 

	1e
	VERIFY and log the following as appropriate:

· Available Non-Spin has been deployed

· Available uncommitted units have been dispatched and loaded as necessary

· Testing has been suspended on all resources

	2a
	In addition to measures associated with EEA 1
Implement EEA 2A IF: 

· EEA 1 fails to maintain Adjusted Responsive Reserves equal to or greater than 1750 MW.

Reference Display: 

Generation Area Status, Generation Reserve Status, Available Details, ERCOT ON UNIT ERCOT Load Acting As Resource (LaaR)

	2b
	Using the hotline, notify QSEs to implement EEA 2A.

· When QSEs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.
Typical script: 

“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is implementing EEA 2A; ERCOT is issuing Verbal Dispatch Instruction F-(mmddyy-#) to QSEs to deploy all LaaRs bid to supply Responsive Reserves Service within ten (10) minutes. Also:
· QSEs are not to take units off-line while ERCOT is in emergency operations unless it is due to a forced outage.

· QSEs are required to report back to the ERCOT System Operator when this task has been completed.  
[QSE] please repeat this directive back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2c
	Instruct the Transmission & Security Desk Operator to inform the TOs via the Hotline that LaaR have been deployed.

	2d
	As time permits, notify the Shift Supervisor of any issues during the call.


	2e
	Ensure the following is posted on the ENS and MIS:

· Implemented EEA 2A 

	2f
	VERIFY and log the following as appropriate:
· Available Non-Spin has been deployed 

· Available uncommitted units have been dispatched and loaded as necessary

· Testing has been suspended on all resources.

· LaaRs have been deployed.


	NOTE:
	Unless a media appeal is already in effect, one is required in this level.  Ask the Shift Supervisor about the issuance of the media appeal for voluntary energy conservation

	3a
	In addition to measures associated with EEA 1 & 2A;

imPLEMENT eEA 2B IF:
EILS has been procured AND any of the following occur:

· Frequency drops below 60.00 Hz, OR 
· Frequency begins to trend down with no indication for recovery, OR

· Adjusted Responsive Reserves continue to trend down, OR

· Adjusted Responsive Reserves are no longer available

· Based on a combination of system conditions, the operator believes that an EILS deployment is necessary to maintain frequency at 60.00 Hz.

If no EILS exist, skip EEA 2B and proceed to EEA 3 if needed.

	3b
	Using the hotline, notify QSEs to implement EEA 2B.

· When QSEs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.
Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is implementing EEA 2B. ERCOT is issuing Verbal Dispatch Instruction F-(mmddyy-#) to all QSE’s to deploy contracted EILS Resources in the current time period until further notice. [QSE] please repeat this directive back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	3c
	Instruct the Transmission & Security Desk Operator to inform the TOs via the Hotline that EILS Resources have been deployed.

	NOTE:
	EILS Resources have 10 minutes to comply with this instruction.    

If conditions develop that require implementing EEA 3, ERCOT may at its discretion shed firm load prior to the expiration of the 10 min. period.  

When a deployment of EILS is implemented and the event is still in effect when one Time Period ends and the other begins, deployed EILS Resources will remain deployed until, at ERCOT’s discretion, they are recalled via a Hotline call to QSEs.
In the event of a new EILS Time Period, a new VDI may need to be issued to deploy obligated EILS Resources that have become available due to the Time Period transition.  

ERCOT System Operators will make reasonable efforts to recall EILS Resources that are no longer obligated due to the expiration of a Time Period.

	3d
	As time permits, notify the Shift Supervisor of any issues during the call.


	3e
	Ensure the following is posted on the ENS and MIS:

· Implemented EEA 2B

	4a
	In addition to measures associated with EEA 1, 2A, & 2B;

Implement EEA 3 IF:
· Frequency drops below 59.80 Hz, OR
· Frequency begins to trend down with no indication for recovery, OR

· Adjusted Responsive Reserves continue to trend down, OR

· Adjusted Responsive Reserves are no longer available.

	4b
	Using the hotline, notify QSEs to implement EEA 3.

· When QSEs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.
Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is implementing EEA 3. Transmission Operators have been instructed to shed <MW Amount> of firm load.  QSEs confirm that their generation resources are at maximum output. 

[QSE] please repeat this directive back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	4c
	As time permits, notify the Shift Supervisor of any issues during the call.


	4d
	Ensure the following is posted on the ENS and MIS:

· Implemented EEA 3

	4e
	VERIFY the following:

· All Generation Resources are at full capacity

· Available Non-Spin has been deployed
· Uncommitted QSE’s available units have been dispatched to full load

· All resource testing has been suspended

· All LaaRs have been deployed by QSEs with RRS Obligations

· All EILS Loads have been deployed by QSEs with EILS Obligations



2.7.11
Emergency Energy across the CFE DC Ties

Procedure Purpose: Steps to secure emergency energy across the CFE DC Ties.
	Protocol Ref. 
	
	
	
	

	
	
	
	
	

	Guide Ref. 
	
	
	
	

	
	
	
	
	

	NERC Std.
	EOP-001-0
R1, R3.1, R7.2, R7.3
	EOP-002-2.1
R1, R2, R4, R6.1, R6.2, R6.4, R8
	INT-010-1
R3
	IRO-005-2
R4
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	Step
	Action

	NOTE:
	ERCOT must declare a Watch or an emergency and make the proper posting/hotline call when receiving emergency energy from CFE, whether it is for transmission issues or an EEA situation.  If CFE requests the emergency energy, no emergency notification needs to be declared.

	NOTE:
	If there are E-tags that can be curtailed to alleviate the emergency situation, referred to Procedure 2.7.6, Step 5.  When notified by Hotline If in EEA situation, export E-tags should be curtailed first before emergency energy is received.

	NOTE:
	When notified by Hotline that ERCOT has implemented an EEA level, proceed with this procedure.

	1
	When ERCOT is in need of the Emergency Energy:

When notified by the Transmission & Security Desk of the need for emergency energy for a transmission issue or if in an EEA situation:

· If there is import capacity room on the appropriate DC-Tie(s), contact AEP Corpus and request that they contact CFE to see if emergency energy is available
· If emergency energy is available, procure whatever is available, determine the DC-Tie(s), MW amount, time and duration (if possible), 

· Request AEP Corpus to ramp the appropriate DC-Tie with the emergency energy

· Issue AEP QSE a VDI for the emergency energy and to AEP Corpus if requested
· Forward VDI(s) to Shift Supervisor (fax) as time permits

	2
	When CFE is in need of the Emergency Energy:

The request will come from either the Transmission & Security Desk or AEP Corpus:

· If there is export capacity room on the appropriate DC-Tie(s), coordinated with the Transmission & Security Desk to ensure it will not cause ERCOT transmission issues
· With no issues, determine the DC-Tie(s), MW amount, time and duration (if possible)

· Coordinate with Operating Period Desk

· Issue AEP QSE a VDI for the emergency energy and to AEP Corpus if requested

· Notify AEP Corpus to ramp DC-Tie(s)

· Forward VDI(s) to Shift Supervisor (fax) as time permits



2.7.12
EEA 1 Schedule across the SPP DC Ties for EEA 1
Procedure Purpose: Steps to secure a schedule across the SPP DC tie(s) in an Energy Emergency Alert 1. 
	Protocol Ref.
	
	
	
	

	
	
	
	
	

	Guide Ref. 
	
	
	
	

	
	
	
	
	

	NERC Std.
	EOP-001-0
R1, R3.1, R7.2, 7.3
	EOP-002-2.1
R1, R2, R4, R6.1, R6.2, R6.4, R8
	INT-010-1
R3
	IRO-005-2
R4

	
	
	
	
	


	Approved by:
	Effective Date: August 9, 2010

	Version:
	4
	Revision:
	4


	Step
	Action

	NOTE:
	Once notified by Hotline, the DC-Tie Operator at the alternate is responsible for carrying out this procedure.  Also proceed to Section 2.7.11, step 1.

	1
	Notify the SPP Reliability Coordinator of ERCOT’s EEA 1 status.

Typical Script:
“This is ERCOT operator [first and last name].  At [time], ERCOT declared EEA 1.  We will contact the Tariff desk to inquire about the availability of transmission service, please transfer me.”

	2
	Notify the SPP Tariff desk to determine the availability of transmission service across the SPP DC-Ties for an EEA 1 schedule.

Typical Script:
“This is ERCOT operator [first and last name].  At [time], ERCOT declared EEA 1.  Is there transmission service available on either DC-Tie to start a schedule into ERCOT?” 

If no current hour transmission service is available, do not proceed and make log entry.  If status changes from EEA 1 to EEA 2A, 2B, or 3, proceed to Section 2.7.13.  Proceed to Section 2.7.11, step 1 to request emergency energy from CFE.
If there is transmission service available continue with script:

“I will be contacting AEP QSE to inquire about the availability of capacity not to exceed the transmission service available.  Thank you.”

	NOTE:
	SPP will contact PSEs with unscheduled reservations and notify them of ERCOT’s EEA 1 status.  PSEs may choose to use their reservation to schedule into ERCOT.

	3
	Notify AEP QSE (AEP Generation Dispatchers):

Typical Script:
“This is ERCOT operator [first and last name].  At [time], ERCOT declared EEA 1.  SPP Tariff desk reports there is [amount] of available transmission service on the East tie and [amount] of available transmission service on the North tie.  Do you have any available capacity up to that amount for an EEA 1 schedule?”

If no available capacity, do not proceed and make log entry. 

If there is available capacity (procure whatever is available), ask AEP QSE to submit the transmission request and if approved submit the E-Tag(s) and proceed to step 4.  Issue a VDI to QSE.

	4
	Notify the DC Tie Operator of ERCOT’s EEA status.

Typical Script:
“This is ERCOT operator [first and last name].  At [time], ERCOT declared EEA 1.  AEP QSE will be submitting the transmission request and if approved they will submit the E-Tag (s) for an EEA 1 schedule.
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