Power Operations Bulletin # 476

ERCOT has revised the Transmission and Security Desk Procedure Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.1.1 
System Overview
Procedure Purpose: Analyze data to maintain system security.  
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	NERC Std.
	IRO-002-1
R6, R8
	IRO-005-2
R1.1, R1.2, R1.3
	NUC-001-1
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	Step
	Action

	REVIEW
	REVIEW each of the following as necessary to confirm system reliability status

· Alarms
· State Estimator (SE)
· Real Time Contingency Analysis (RTCA)
· Real Time Constraint Analysis (RTCAM)
· Approved and Forced Outages

· Load Forecast

· Daily Transmission Limits
· Voltage and Stability Limits

· Real Time Monitoring (RTMONI)

· Real Time Balancing Market

· Real Time Reserve Monitoring

	GAP
STUDY
	Run a gap study for peak hour of the day to ensure all contingencies can be solved.  If necessary, request the Shift Engineer to review results and make suggestions.  If both CPSES units are offline, the Auxiliary load will need to be manually adjusted to 45 MW at both units.
 Make a log entry with your efforts. 

	STP
LINES
	A minimum of two transmission lines should be in service at all times.  The in-service lines should be from at least two of the groups in the table below: 
Independent Groups of STP Transmission Lines

Group 1
Group 2
Group 3
STPZWP39

STPELM18

DOWSTP18

STPELM27

DOWSTP27

STPWAP39

Note:  The 3 Transmission lines, STP - Blessing (BLESSING) , STP – HILLJE (HLJSTP64), and STP - HILLJE (CKT_3124) (EMS naming convention) are not included in this table because these circuits are not part of STP’s credited offsite sources.
If a minimum of two lines are not in service, notify the QSE.

	PROTECTIVE

RELAY

OR

EQUIPMENT

FAILURE
	When notified by a TSP that a protective relay or equipment failure reduces system reliability:
· Ask the TSP how it reduces ERCOT Grid system reliability and if any corrective actions have been taken
· Notify the Shift Engineer to verify that system reliability has been affected.  If so, a corrective action must be taken within 30 minutes.

· Determine if other TSPs are affected by this failure and make notification by phone.

· Make log entry of events


2.1.2
Analysis Tool Outages

Procedure Purpose: To ensure SOLs and IROLs are monitored.
	Protocol Ref. 
	
	
	
	

	
	
	
	
	

	Guide Ref. 
	
	
	
	

	
	
	
	
	

	NERC Std.
	IRO-002-1
R8, R9
	NUC-001-1
	TOP-004-2
R4
	

	
	
	
	
	


	Approved by:
	Effective Date: May 12, 2010

	Version:
	4
	Revision
	11


	Step
	Action

	NOTE:
	The Reliability Coordinator must ensure SOL and IROL monitoring continues if analysis tools are unavailable.  The analysis tools needed are:

· State Estimator

· RTCA

· VSAT



	1
	If RTCA or the State Estimator has not solved within the last 10 minutes, refer to Desk Top Guide Section 3.5 and run through the checklist. 

If, after trying all the checks and RTCA and/or the State Estimator still has not solved, notify the on-call State Estimator Support Engineer and request the tool(s) be restored to operation as soon as possible.
If RTCA will not solve but the EMS is available notify the on-call Operations Engineer to request limits be calculated manually.

	2
	If RTCA or the State Estimator has NOT solved within the last 15 minutes or ERCOT ISO has experienced a critical failure of its EMS: 
Make a Hotline call to issue an Advisory to the TSPs:

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name], ERCOT is issuing an Advisory due to EROCT’s RTCA and State Estimator have not solved in the last 15 minutes.  Please monitor your own service area and notify ERCOT if you exceed the normal rating of your transmission elements.  Report zonal CSC transfers, and West - North and North – Houston stability limits if power flows reach 90% of their respective limits.  Continue to monitor voltages in your area.  Notify ERCOT of any abnormal line operations in your area.”  [Select TO], “Please repeat that back for me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

Notify the appropriate Nuclear Plant’s QSEs and inform them that ERCOT’s RTCA is not function and is expected to be functional within [# minutes].

	3
	Once RTCA and State Estimator are operational:

Make a Hotline call to the ERCOT Transmission Operators:

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name], ERCOT is canceling the Advisory for RTCA and State Estimator due to they are now functioning and back to normal.  [Select TO], “Please repeat that back for me.”

If the repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.
Notify the appropriate Nuclear Plant’s QSEs to inform them that RTCA is now functional.

	4
	If VSAT has not solved within 1.5 hours:

· Manually run VSAT

· If no results, contact Operations Planning Support

· If RTMONI is unavailable, the last good value will be recorded in PI or on the website.  

· If transmission outages start/end during the failed period, refer to Operations Engineering Day-ahead limits which incorporate outage analysis.  


2.2.11
SPS Monitoring

Procedure Purpose: To monitor SPS’s.
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	Step
	Action

	NOTE:
	Real Time Contingency Analysis (RTCA) indicates a Post Contingent overload(s) on a Contingency in which the SPS will not mitigate all the overloaded elements automatically.  In this case, Congestion Management techniques will be utilized to return the system to the state in which the SPS was designed to automatically relieve the overload.

	NOTE:
	Use caution when adjusting the tolerance setting <100% in RTCA.  If the post-contingent loading on an element monitored by an SPS is above the tolerance threshold, but below the activation point of the SPS (100%), the RTCA result will be as if there is no SPS associated with the contingency. In this scenario congestion management is not needed until the criterion in Desk Top Guide Section 3.4 is met.

	1
	Special Protection Schemes (SPS)

· EXAMINE the results in RTCA for SPS activation.

· If “SPS” is identified as a post contingent overload, EXAMINE the color of the background.  

· Refer to Desk Top Guide Section 3.4 for actions to be taken based on the color of the background.

	NOTE:
	The electronic copy for the SPSs, RAPs, PCAPs, and MPs are to be considered current.  Should a conflict exist between the electronic and hard copy, the electronic version is to be used.

The electronic version is located at  P:\Remedial Action Plans 

	NOTE:
	Typically SPS’s are to solve post-contingent overloads on the Transmission System.  Due to outages, either (Planned or Forced) the Transmission topology is changed temporarily.  During these conditions the ERCOT Transmission & Security operator(s) will utilize Congestion Management techniques to prevent any known SPS from operating in a pre-contingent state.

	2
	Monitor the Excel spreadsheet “Real Time Values”

· Each SPS will be displayed, as the SPS activation threshold increases the display changes colors

· Greater than 80% but less than 90% turns Orange

· Greater than 90% turns Red

	3
	For system reliability, it may be necessary to prevent an SPS from activating.  

	SPS
Operation
	If an SPS operates (generation disconnects from the system):

· Notify Shift Supervisor of the need for a Texas RE Report
· Refer to 2.1.3  OOME – VDI Guidelines, if requested by QSE

	SPS
Runback
	If an SPS arms or activates (runs back):
· Issue OOME instruction if it appears the SPS will run back again if reset.

· Notify the TSP to reset SPS.

	NOTE:
	All SPSs are considered in-service unless otherwise notified by the TSP.  If the SPS is out of service, ERCOT will post the information on the MIS.  Once the SPS is placed back in service, ERCOT will update the MIS.

	SPS

STATUS

CHANGE
	If notified that an SPS has changed status (taken out or placed in service):

· Send e-mail for notification and have RTCA updated. 

· “OPS Planning”

· “OPS Support Engineering”

· “1 ERCOT System Operators”
· Post message on MIS to make TO notification
· When SPS is returned to service, make message invalid.
Typical message:

The [name] SPS has been [placed in or taken out of] service.


2.4.4 
Power System Stabilizers (PSS) and Automatic Voltage Regulators (AVR)
Procedure Purpose: To ensure that power system stabilizers and automatic voltage regulators stay “in service” whenever possible.
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	Step
	Action

	NOTE:
	QSE’s will inform ERCOT of a change in status with any PSS or AVR by phone.

	1
	The ERCOT Operator will:

· Instruct the QSE to manually adjust VAR output as required to maintain voltage set-point until the AVR is back in service
· When an AVR is taken out or placed into service, it will normally affect the PSS status.  Ask the QSE if the status of the PSS also changes. 

· Ensure that the QSE has notified the TO of the change in status

· Enter the status change information into the logs:
· Log type “AVR/PSS”.  

· Include the company name, the name of the person spoken with, and reason (if device is being placed in or taken out of service).

· Include that the TO has been notified of change in status

· Send information to:
· “OPS Planning”

· “OPS Support Engineering”

· “1 ERCOT System Operators”

	2
	A table which is enterable by the operator has been added for the calculation on the “W-N Stability.xls” spreadsheet.
· To update the spreadsheet when any PSS is forced offline in the West zone.
· Open the Summary tab to verify units

· Enter 0 = PSS is offline, 1 = PSS online for each resource change

It allows the operator to “turn off” a unit when a QSE reports the PSS is out of service which lowers the stability limit. 

	NOTE:
	· The Shift Engineer will keep a spreadsheet with the current status of each PSS and AVR.  
· This data can be viewed at ERCOT Sharepoint > Operations Support > AVR AND PSS Status


2.5.8
 Block Load Transfer

Procedure Purpose: Process to implement a Block Load Transfer.
	Protocol Ref. 
	5.7
	
	
	

	
	
	
	
	

	Guide Ref. 
	
	
	
	

	
	
	
	
	

	NERC Std.
	EOP-001-0
R3.2, 4.2, R7.2, 7.4
	IRO-005-2
R1.10
	
	

	
	
	
	
	


	Approved by:
	Effective Date: May 12, 2010

	Version:
	4
	Revision:
	1


	Step
	Action

	NOTE:
	Restoration of service to outage customers using BLT’s will be accomplished as quickly as possible if the transfers will not jeopardize the reliability of the ERCOT System and only under specific Dispatch Instructions from ERCOT.

	NOTE:
	The necessary Market Participant agreements, metering, and ERCOT settlement systems should be in place prior to implementation of any BLT.  For verification information, refer to the Shift Supervisors procedure book (Registered BLTs tab) for a current list of registered BLTs.  

	1
	If ERCOT picks up load from CFE or SPP, execute the following:

· Determine with the TO an estimated time it will take to transfer the load

· Determine the amount of load being transferred into ERCOT

· Consult with the Operation Engineering Support to ensure system security has been addressed

· Notify the Manager, System Operations and the Manager of Wholesale Client Services by e-mail that a BLT has been initiated.  If the BLT is not on the current list of registered BLTs, state that in the e-mail
· Once it has been determined which QSE will supply the energy, issue a VDI to that QSE

· If the TO requests a VDI, issue a VDI to the TO

· Coordinate/Notify SPP and/or CFE (Communications with CFE will be coordinated through AEP Corpus)

	2
	Congestion management issues that arise from switching variations due to BLTs will be handled per ERCOT’s congestion management procedures.

	3
	If CFE or SPP picks up load for ERCOT, execute the following:

· Issue a Watch or Emergency Notice

· Determine with the TO an estimated time it will take to transfer the load

· Determine the amount of load being transferred out of ERCOT

· Notify the Manager, System Operations and the Manager, Wholesale Client Services by e-mail that a BLT has been initiated. If the BLT is not on the current list of registered BLTs, state that in the e-mail
·  Once it has been determined which QSE will supply the energy, issue a VDI to that QSE

· If the TO requests a VDI, issue a VDI to the TO

· Coordinate/Notify SPP and/or CFE (Communications with CFE will be coordinated through AEP Corpus)

	4
	BLTs to or from ERCOT may be curtailed or terminated in order to maintain the reliability of the supporting system.  Discuss with TO the process and time it will take to separate the connection if a reliability issue arises.

	5
	When a VDI is required follow the 2.6.1 Issue Verbal Dispatch Instructions (VDI) procedure.

	6
	Forward the VDI form to the Shift Supervisor, as time permits.
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