Power Operations Bulletin # 468

ERCOT has revised the Transmission and Security Desk Procedure Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
1.3.1
ERCOT Shift Supervisor

The ERCOT Shift Supervisor is responsible for supervision of the ERCOT Transmission and Security Desk position and may at times be responsible for performing the procedures contained in this manual.

ERCOT System Operator, Transmission & Security Desk

The ERCOT System Operator – Transmission and Security Desk position represents the following NERC functional entities collectively for the ERCOT ISO at any time:

· Reliability Coordinator

· Balancing Authority

· Transmission Operator

· Interchange Coordinator
This representation includes the responsibility and clear decision making authority during normal and emergency conditions to direct and implement real-time actions to ensure the stable and reliable operation of the ERCOT electric system.  These actions shall include shedding of firm load to prevent or alleviate System Operating Limit (SOL) or Interconnection Reliability Operating Limit (IROL) violations without obtaining approval from higher-level personnel.
2.1.1 
System Overview
Procedure Purpose: Analyze data to maintain system security.  
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	Step
	Action

	1
	REVIEW each of the following as necessary to confirm system reliability status

· Alarms
· State Estimator (SE)
· Real Time Contingency Analysis (RTCA)
· Real Time Constraint Analysis (RTCAM)
· Approved and Forced Outages

· Load Forecast

· Daily Transmission Limits
· Voltage and Stability Limits

· Real Time Monitoring (RTMONI)

· Real Time Balancing Market

· Real Time Reserve Monitoring

	2
	At the start of each day (after midnight), run a gap study to ensure all contingencies can be solved.  If necessary, request the Shift Engineer to review results and make suggestions.

Make a log entry with your efforts. 

	3
	A minimum of two transmission lines should be in service at all times.  The in-service lines should be from at least two of the groups in the table below: 
Independent Groups of STP Transmission Lines

Group 1
Group 2
Group 3
STPZWP39

STPELM18

DOWSTP18

STPELM27

DOWSTP27

STPWAP39

Note:  Transmission lines Blessing, HLJSTP64, and CKT_3124 are not included in this table because these circuits are not part of STP’s credited offsite sources.


2.1.2
Analysis Tool Outages

Procedure Purpose: To ensure SOLs and IROLs are monitored.
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	Step
	Action

	NOTE:
	The Reliability Coordinator must ensure SOL and IROL monitoring continues if analysis tools are unavailable.  The analysis tools needed are:

· State Estimator

· RTCA

· VSAT



	1
	If RTCA or the State Estimator has not solved within the last 10 minutes, refer to Desk Top Guide Section 3.5 and run through the checklist. 

If, after trying all the checks and RTCA and/or the State Estimator still has not solved, notify the on-call State Estimator Support Engineer and request the tool(s) be restored to operation as soon as possible.
If RTCA will not solve but the EMS is available notify the on-call Operations Engineer to request limits be calculated manually.

	2
	If RTCA or the State Estimator has NOT solved within the last 15 minutes or ERCOT ISO has experienced a critical failure of its EMS: 
Make a Hotline call to the ERCOT Transmission Operators:

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name], ERCOT’s RTCA and State Estimator have not solved in the last 15 minutes.  Please monitor your own service area and notify ERCOT if you exceed the normal rating of your transmission elements.  Report zonal CSC transfers, and West - North and North – Houston stability limits if power flows reach 90% of their respective limits.  Continue to monitor voltages in your area.  Notify ERCOT of any abnormal line operations in your area.”  [Select TO], “Please repeat that back for me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

Notify the appropriate Nuclear Plant’s QSEs and inform them that ERCOT’s RTCA is not function and is expected to be functional within [# minutes].

	
	

	3
	Once RTCA and State Estimator are operational:

Make a Hotline call to the ERCOT Transmission Operators:

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name], ERCOT’s RTCA and State Estimator are now functioning and we are now back to normal operations.  [Select TO], “Please repeat that back for me.”

If the repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.
Notify the appropriate Nuclear Plant’s QSEs to inform them that RTCA is now functional.

	4
	If VSAT has not solved within 1.5 hours:

· Manually run VSAT

· If no results, contact Operations Planning Support

· If RTMONI is unavailable, the last good value will be recorded in PI or on the website.  

· If transmission outages start/end during the failed period, refer to Operations Engineering Day-ahead limits which incorporate outage analysis.  



2.3.8 
Guidelines for Withdrawal of an Outage

Procedure Purpose: Process to withdraw an approved or active outage due to adverse impact on system reliability. 
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	Step
	Action

	NOTE:
	The system operator may WITHDRAW any:

· approved or ACTIVE outage IF the security analysis and operator experience indicates the outage may have an adverse impact on system reliability.

	1
	IF an outage is withdrawn, ENTER an explanation in the “Reviewers Notes” listing the reliability concerns that caused the withdrawal.  As soon as possible, NOTIFY by e-mail:

· OPS Outage Coordination

· OPS Support Engineering

· 1 ERCOT Shift Supervisors

Include in the e-mail:

· From Station – To Stations (if applicable),

· The Planned Start and Planned End Date of the outage

	2
	IF a TO or QSE reports that the outage in question has progressed to a point that withdrawal is not practicable within the outages designated restoration time, the System Operator shall: 

· Record this in the “Outage Scheduler Review’s Notes”

· Log the outage in the Transmission Security Log

· INFORM the Shift Supervisor and continue monitoring system security



2.4.1 
Respond to Voltage Issues

Procedure Purpose: Maintain acceptable voltage levels on the electrical grid.
	Protocol Ref. 
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	Step
	Action

	NOTE:
	ERCOT posts the "normal" desired voltage for each generation interconnection.  The current profiles for generators may be found at: 

http://www.ercot.com/gridinfo/generation/voltprof/index.html

	1
	When indicated, by SCADA alarms or when notified by a Transmission Operator of voltage concerns, TAKE appropriate action.

	2
	Use displays that contain voltages that are of concern.

	3
	INITIATE a solution in collaboration with the appropriate Transmission Operator and QSEs in the area.

	NOTE:
	ERCOT Nominal voltage levels are 345 kV, 138 kV and 69 kV.

The general voltage guidelines are:             

Nominal Voltage (kV)    Operating Limits (kV)   Ideal Voltage Range (kV)

            345                         327.75 - 362.25                   345 - 359

            138                         131.1 - 144.9                       138 - 144

              69                         65.55 - 72.45                         69 - 71.5



	NOTE:
	When a VDI is given to a QSE requesting voltage support, the VDI will direct the QSE to maintain a specified voltage set point. The VDI shall not attempt to quantify the change in generator MW output necessary to maintain the voltage set point.

	4
	Instruction to a QSE to raise or lower bus voltage when area TOs have utilized all static Reactive Power Resources (capacitors, reactors, change in transformer taps):

Typical script: 

“This is ERCOT operator [first and last name].  ERCOT is instructing [QSE] to [raise or lower] voltage at [specified bus] by (+ 1 or 2 kV or – 1 or 2 kV) for a target of [target kV].  [QSE] please repeat this instruction back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	NOTE:
	Detailed information on the amount of load on Automatic Under-Voltage Load Shedding Schemes (UVLS) can be found in Section 3.7 of the Desktop Guide.


2.4.2 
Assist Transmission Operator with Voltage Issues at Nuclear Power Plants

Procedure Purpose: Maintain actable voltage levels at nuclear power plants. 
	Protocol Ref. 
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	Step
	Action

	NOTE:
	ERCOT and TSPs shall maintain the switchyard voltage at each operating nuclear power plant at a nominal value that does not violate its licensing basis with the Nuclear Regulatory Commission.

	1
	WHEN notified by a Transmission Operator of an issue with the switchyard voltage at the South Texas Project or Comanche Peak, ENSURE voltage remains within the following limits:

For Comanche Peak

System

345 kV

138kV
Nominal Voltage

352 kV

141
Tolerance

+2.56% or -3.40%

+2.13% or -4.26%
Maximum Voltage

361 kV

144
Minimum Voltage

340 kV

135
For South Texas Project

System

345 kV

Nominal Voltage

362.25 kV

Tolerance

+2% or -4%

Maximum Voltage

369.5kV

Minimum Voltage

347.8kV

If voltage goes outside the above ranges, notify the appropriate Nuclear Plant’s QSE and inform them that voltage is outside the range and is expected to be within range in [# minutes]. 

	2
	IF voltage exceeds maximum or minimum THEN COORDINATE with the Transmission Operator and QSE and DIRECT appropriate voltage control action.

	3
	Once voltage is back to normal range, notify the appropriate Nuclear Plant’s QSE and inform them.

	NOTE:
	Calaveras (Spruce, Von Rosenberg, etc), DOW, WAP, are points at which generation voltage adjustments can be expected to impact control of STP voltage.

Decordova and Wolf Hollow are points at which generation voltage adjustments can be expected to impact control of Comanche Peak voltage.


2.4.3 
Voltage Security Assessment Tool (VSAT)

Procedure Purpose: To monitor system conditions and prevent voltage collapse.
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	Step
	Action

	NOTE:
	The North – Houston VSAT dynamic stability limit is an IROL; the actual flow MUST NOT exceed the limit for more than 30 minutes.  This is a violation of the NERC Reliability Standards.  Please refer to procedure 2.2.8 
North-Houston Dynamic Stability Limit. 

	NOTE:
	VSAT should be checked at least every hour, or more frequently as necessary.

	NOTE:
	To contact VSAT support, check the board in the back of PCC for the on-call personnel.

	1
	Determine if VSAT has run in the last 80 minutes.

Reference Display:  Network Online Sequence
· If VSAT has not run in the last 80 minutes, contact VSAT support.

· IF a South-Houston or North-Houston 345 kV circuit has a forced outage, manually rerun the whole sequence of RTNET, RTCA and RTDCP (VSA) immediately and proceed to step 2. Otherwise, continue with following steps.

· If any of the monitored VSAT scenario results approaches the Reliability margin listed in the table below, it is suggested to manually rerun the whole sequence of RTNET, RTCA and RTDCP (VSA) more frequently than the periodic scheduled VSAT run and proceed to step 2. Otherwise, continue with the following steps.

Reliability Margin Table

Scenario Name

Reliability Margin

O-CORP_L

75MW

O-HOUS_L

200MW

O-DFW_L

200MW

S-H_G

200MW

S-H_L

200MW

N-H_G

200MW

N-H_L

200MW

O-VALL_L

75MW

HHGT_G-O
0MW


	2
	Confirm that VSAT is indicating either “Normal” or “Pending” status.

NOTE:  If VSAT is indicating “Abnormal”, “Unavailable”, or “Partial” status, contact VSAT support. 

Reference Display:  Network Online Sequence

	3
	With VSAT in “Normal” status, determine if it indicates that a Reliability Margin may be exceeded.
Reference Display:  VSAT Results Page

	NOTE:
	If one of the Comanche Peak units is forced or planned to be offline, refer to Change Notice (CN) for actions.

	NOTE:
	If VSAT does not indicate a Reliability Margin is below the Reliability Margin, no further action is required.

	4
	Determine if the Reliability margin is less than the value located in the table below.

Reference Display:  Click “Details” button on VSAT Results Page
Reliability Margin Table

Scenario Name

Reliability Margin

O-CORP_L

75MW

O-HOUS_L

200MW

O-DFW_L

200Mw
S-H_G

200MW

S-H_L

200MW

N-H_G

200MW

N-H_L

200MW

O-VALL_L
75MW
HHGT_G-O
0MW
If the VSAT Reliability margin value is less than the Reliability margin value posted:

	5
	If the Scenario is HHGT_G-O:

Instruction the QSE to raise or lower bus voltage:

Typical script: 

“This is ERCOT operator [first and last name].  ERCOT is instructing [QSE] to [raise or lower] voltage at [specified bus] by (+ 1 or 2 kV or – 1 or 2 kV) for a target of [target kV] [QSE] please repeat this instruction back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings. 
For all other Scenarios, proceed to Step 6.

	6
	Check to see if the same contingency is unsolved in RTCA. 

Reference Display:  Contingency Analyst Solution Results
If so, call VSAT support and proceed to Step 8. 

If not, call VSAT Support for verification and weak bus information.

	7
	Request the TSP in the affected area turn on capacitor banks and turn off reactors near the weak busses.

	8
	OOME fast ramp generators to increase generation in weak bus area. If all the online units in the weak bus area are running at maximum capacity, OOMC units that are available but offline (in weak bus area).

	9
	Rerun VSAT with new information.

Reference Display:  Network Online Sequence

	10
	Determine if the Extra-Interface Limit pre-contingency is greater than the Reliability margin value located in the table below.

Reference Displays:

      VSAT Results Page

      Click “Details” button on VSAT Results Page

Reliability Margin Table

Scenario Name

Reliability Margin

O-CORP_L

75MW

O-HOUS_L

200MW

O-DFW_L

200MW

S-H_G

200MW

S-H_L

200MW

N-H_G

200MW

N-H_L

200MW

O-VALL_L
75MW
HHGT_G-O
0MW
NOTE:  If the Extra-Interface Limit pre-contingency value is greater than the Reliability margin value, no further action is required.

If not, proceed to Step 13.

	11
	If necessary, contact VSAT Support and have them verify the results from the VSAT application on the weak bus information.  

	12
	If it was determined that VSAT results were not an actual problem.  No further action is required and the system may be restored back to the original state.

	13
	Determine if there are more units available in the affected area.  If there are more units available in the affected area, repeat steps 7, 8, 9, and 10.

	NOTE:
	If there are no more units available in the area, proceed to step 14.

	14
	Ensure that the OPS Support Engineering group has been contacted to devise a mitigation plan.
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