Power Operations Bulletin # 462
ERCOT has revised the Transmission and Security Desk Procedure Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.1.1 
System Overview
Procedure Purpose: Analyze data to maintain system security.  
	Protocol Ref.
	
	
	
	

	
	
	
	
	

	Guide Ref. 
	
	
	
	

	
	
	
	
	

	NERC Std.
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R6, R8
	IRO-005

R1.1, R1.2, R1.3
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	Step
	Action

	1
	REVIEW each of the following as necessary to confirm system reliability status

· Alarms
· State Estimator (SE)
· Real Time Contingency Analysis (RTCA)
· Real Time Constraint Analysis (RTCAM)
· Approved and Forced Outages

· Load Forecast

· Daily Transmission Limits
· Voltage and Stability Limits

· Real Time Monitoring (RTMONI)

· Real Time Balancing Market

· Real Time Reserve Monitoring

	2
	At the start of each day (after midnight), run a gap study to ensure all contingencies can be solved.  If necessary, request the Shift Engineer to review results and make suggestions.

Make a log entry with your efforts. 


2.1.2
Analysis Tool Outages

Procedure Purpose: To ensure SOLs and IROLs are monitored.
	Protocol Ref. 
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	Step
	Action

	NOTE:
	The Reliability Coordinator must ensure SOL and IROL monitoring continues if analysis tools are unavailable.  The analysis tools needed are:

· State Estimator

· RTCA

· VSAT



	1
	If RTCA or the State Estimator has not solved within the last 10 minutes, refer to Desk Top Guide Section 3.5 and run through the checklist. 

If, after trying all the checks and RTCA and/or the State Estimator still has not solved, notify the on-call State Estimator Support Engineer and request the tool(s) be restored to operation as soon as possible.
If RTCA will not solve but the EMS is available notify the on-call Operations Engineer to request limits be calculated manually.

	2
	If RTCA or the State Estimator has NOT solved within the last 15 minutes or ERCOT ISO has experienced a critical failure of its EMS: 
Make a Hotline call to the ERCOT Transmission Operators:

· Typical Script:  “This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name], ERCOT’s RTCA and State Estimator have not solved in the last 15 minutes.  Please monitor your own service area and notify ERCOT if thermal limits reach 90% of their continuous rating.  Report zonal CSC transfers, and West - North and North – Houston stability limits if power flows reach 90% of their respective limits.  Continue to monitor voltages in your area.  Notify ERCOT of any abnormal line operations in your area.”  [Select TO], “Please repeat that back for me.”

· If repeat back is CORRECT, “That is correct, thank you.”

· If INCORRECT, repeat the entire process until the repeat back is correct.



	3
	If notified by ONCOR and/or Centerpoint that their RTCA’s are also not functioning, call the appropriate Nuclear Plant’s QSE and inform them that ERCOT’s and their TO’s RTCA are not functioning.  

	4
	Once RTCA and State Estimator are operational:

Make a Hotline call to the ERCOT Transmission Operators:

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name], ERCOT’s RTCA and State Estimator are now functioning and we are now back to normal operations.  [Select TO], “Please repeat that back for me.”

If the repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.
If a call was required to the Nuclear Plant’s QSE(s), inform them that RTCA is now functional.

	5
	If VSAT has not solved within 1.5 hours:

· Manually run VSAT

· If no results, contact Operations Planning Support

· If RTMONI is unavailable, the last good value will be recorded in PI or on the website.  

· If transmission outages start/end during the failed period, refer to Operations Engineering Day-ahead limits which incorporate outage analysis.  


2.2.4 
OOME when OC3 is not Effective
Procedure Purpose: A process to relieve congestion when an OC3 is not effective.
	Protocol Ref. 
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	Step
	Action

	
	

	1
	Activate an OC3 for local congestion as mentioned in Section 2.2.1.

	2
	Upon activation of the OC3, perform a Contingency Analysis study as indicated in Section 3.1 of the Desk Top Guide.

	3
	After performing a Contingency Analysis study, navigate to the Network Constraints Summary by going to Analyst Displays ( Contingency Analysis Displays ( Shift Factors, or typing NETSENS_CONSTRAINTS in the command line at the top of the display.

	4
	On the Network Constraints Summary Display, scroll to the constraint for which the corresponding OC3 was created.  Click on the circle with an “i” inside it on the right hand side of the display.  This will bring up the Network Constraints Details.

	5
	The Network Constraints Details display shows all units which have positive or negative shift factors above 1 % for the given constraint.  Scroll through this list to find the wind units with the greatest positive shift factors.

	6
	When OOMing wind units at the same bus to solve congestion, all units will have the same shift factor and all units on that bus should be OOM’d.

	7
	The Group OOME tool should be used for local congestion involving wind only units.  This can (but does not always) distribute MW amounts fairly when multiple units can solve the congestion.  Notify Operations Support when a new group needs to be built.  

	8
	When using the Group OOME tool or OOME/VDI, consider having the Frequency Desk issue fleet up instructions to offset the Group OOME or OOME/VDI to ensure frequency is stable and ancillary services are not depleted. 

	9
	If local techniques fail to maintain system security, an Emergency Notice must be declared before Zonal Techniques may be utilized.


2.4.3 
Voltage Security Assessment Tool (VSAT)

Procedure Purpose: To monitor system conditions and prevent voltage collapse.
	Protocol Ref. 
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	Step
	Action

	NOTE:
	The North – Houston VSAT dynamic stability limit is an IROL; the actual flow MUST NOT exceed the limit for more than 30 minutes.  This is a violation of the NERC Reliability Standards.  Please refer to procedure 2.2.8 
North-Houston Dynamic Stability Limit. 

	NOTE:
	VSAT should be checked at least every hour, or more frequently as necessary.

	NOTE:
	To contact VSAT support, check the board in the back of PCC for the on-call personnel.

	1
	Determine if VSAT has run in the last 80 minutes.

Reference Display:  Network Online Sequence
· If VSAT has not run in the last 80 minutes, contact VSAT support.

· IF a South-Houston or North-Houston 345 kV circuit has a forced outage, manually rerun the whole sequence of RTNET, RTCA and RTDCP (VSA) immediately and proceed to step 2. Otherwise, continue with following steps.

· If any of the monitored VSAT scenario results approaches the Reliability margin listed in the table below, it is suggested to manually rerun the whole sequence of RTNET, RTCA and RTDCP (VSA) more frequently than the periodic scheduled VSAT run and proceed to step 2. Otherwise, continue with the following steps.

Reliability Margin Table

Scenario Name

Reliability Margin

O-CORP_L

75MW

O-HOUS_L

200MW

O-DFW_L

200MW

S-H_G

200MW

S-H_L

200MW

N-H_G

200MW

N-H_L

200MW

O-VALL_L

75MW

HHGT_G-O
0MW


	2
	Confirm that VSAT is indicating either “Normal” or “Pending” status.

NOTE:  If VSAT is indicating “Abnormal”, “Unavailable”, or “Partial” status, contact VSAT support. 

Reference Display:  Network Online Sequence

	3
	With VSAT in “Normal” status, determine if it indicates that a Reliability Margin may be exceeded.
Reference Display:  VSAT Results Page

	NOTE:
	If one of the Comanche Peak units is forced or planned to be offline, refer to Change Notice (CN) for actions.

	NOTE:
	If VSAT does not indicate a Reliability Margin is below the Reliability Margin, no further action is required.

	4
	Determine if the Reliability margin is less than the value located in the table below.

Reference Display:  Click “Details” button on VSAT Results Page
Reliability Margin Table

Scenario Name

Reliability Margin

O-CORP_L

75MW

O-HOUS_L

200MW

O-DFW_L

200Mw
S-H_G

200MW

S-H_L

200MW

N-H_G

200MW

N-H_L

200MW

O-VALL_L
75MW
HHGT_G-O
0MW
If the VSAT Reliability margin value is less than the Reliability margin value posted:

	5
	If the Scenario is HHGT_G-O:

Instruct the appropriate QSE to increase their voltage setpoint to 1.02 on the HHGT units.

For all other Scenarios, proceed to Step 6.

	6
	Check to see if the same contingency is unsolved in RTCA. 

Reference Display:  Contingency Analyst Solution Results
If so, call VSAT support and proceed to Step 8. 

If not, call VSAT Support for verification and weak bus information.

	7
	Request the TSP in the affected area turn on capacitor banks and turn off reactors near the weak busses.

	8
	OOME fast ramp generators to increase generation in weak bus area. If all the online units in the weak bus area are running at maximum capacity, OOMC units that are available but offline (in weak bus area).

	9
	Rerun VSAT with new information.

Reference Display:  Network Online Sequence

	10
	Determine if the Extra-Interface Limit pre-contingency is greater than the Reliability margin value located in the table below.

Reference Displays:

      VSAT Results Page

      Click “Details” button on VSAT Results Page

Reliability Margin Table

Scenario Name

Reliability Margin

O-CORP_L

75MW

O-HOUS_L

200MW

O-DFW_L

200MW

S-H_G

200MW

S-H_L

200MW

N-H_G

200MW

N-H_L

200MW

O-VALL_L
75MW
HHGT_G-O
0MW
NOTE:  If the Extra-Interface Limit pre-contingency value is greater than the Reliability margin value, no further action is required.

If not, proceed to Step 13.

	11
	If necessary, contact VSAT Support and have them verify the results from the VSAT application on the weak bus information.  

	12
	If it was determined that VSAT results were not an actual problem.  No further action is required and the system may be restored back to the original state.

	13
	Determine if there are more units available in the affected area.  If there are more units available in the affected area, repeat steps 7, 8, 9, and 10.

	NOTE:
	If there are no more units available in the area, proceed to step 14.

	14
	Ensure that the OPS Support Engineering group has been contacted to devise a mitigation plan.


2.4.4 
Power System Stabilizers (PSS) and Automatic Voltage Regulators (AVR)
Procedure Purpose: To ensure that power system stabilizers and automatic voltage regulators stay “in service” whenever possible.
	Protocol Ref. 
	6.5.7.2
	
	
	

	
	
	
	
	

	Guide Ref. 
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	Step
	Action

	NOTE:
	QSE’s will inform ERCOT of a change in status with any PSS or AVR by phone.

	1
	The ERCOT Operator will:

· Instruct the QSE to manually adjust VAR output as required to maintain voltage set-point until the AVR is back in service

· Ensure that the QSE has notified the TO of the change in status

· Enter the status change information into the ERCOT Logs

· Log type of either “PSS” or “AVR”.  

· Include the company name, the name of the person spoken with, and reason (if device is being taken in or out of service).

· Include that the TO has been notified of change in status

· Cut and paste the log entry into an e-mail and send to

· “OPS Planning”

· “OPS Support Engineering”

· “1 ERCOT System Operators”

	2
	A table which is enterable by the operator has been added for the calculation on the “W-N Stability.xls” spreadsheet.
· To update the spreadsheet when any PSS is forced offline in the West zone.
· Open the Summary tab to verify units

· Enter 0 = PSS is offline, 1 = PSS online for each resource change

It allows the operator to “turn off” a unit when a QSE reports the PSS is out of service which lowers the stability limit. 

	NOTE:
	Operations Planning will keep a spreadsheet with the current status of each PSS and AVR.  This data can be viewed at ERCOT Sharepoint > Operations Support > AVR AND PSS Status



2.5.1
Issue an Operating Condition Notice (OCN)
Procedure Purpose: To inform the Market Participants of a system Operating Condition Notice.
	Protocol Ref. 
	5.6.3
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	4.2.1
	
	
	

	
	
	
	
	

	NERC Std.
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	Approved by:
	Effective Date: February 2, 2010

	Version:
	4
	Revision:
	2


	Step
	Action

	1
	As directed by the Shift Supervisor, or when appropriate, ISSUE an Operating Condition Notice (OCN) IF:

· A cold front is approaching with temperatures anticipated to be in mid to low 20o F range and maximum temperature expected to remain near or below freezing impacting 50% or more of major metropolitan areas.

· There is the potential for icing conditions to affect major transmission systems.

· There is a projected capacity shortage or insufficient balancing bids.
· Wet weather, such as a tropical storm making land fall.

	2
	Issuance of an OCN requires:

· Posting on the ENS

· Posting on the MIS

· Notifying TOs via the Hotline

	3
	Using the Hotline, notify all TOs of OCN.

· When TOs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.
Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  ERCOT is issuing an OCN for [state OCN].  [TO] please repeat this back to me.  That is correct, thank you.”



	4
	As time permits, notify the Shift Supervisor of any issues during the call.


2.5.2
Issue an Advisory

Procedure Purpose: To inform the Market Participants of an Advisory.
	Protocol Ref. 
	5.6.4
	
	
	

	
	
	
	
	

	Guide Ref. 
	4.2.2
	
	
	

	
	
	
	
	

	NERC Std.
	IRO-005
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	Step
	Action

	1
	As directed by the Shift Supervisor, or when appropriate, ISSUE an Advisory IF: 

· There is a hurricane in the Gulf with >20% chance of landfall in Texas according to the “National Hurricane Center” http://www.nhc.noaa.gov/
· When ERCOT recognizes that conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term operating reliability.

· When weather or ERCOT System conditions require more lead-time than the normal Day Ahead market allows.

· Transmission system conditions indicate ERCOT is likely to exceed established limits and no practicable resource solution exists
· Loss of communications or control condition is anticipated or significantly limited
· Adjusted Responsive Reserve drops below 3000 MW
· When long-range notice (approximately 48 hours) is needed to ensure the secure operation of the ERCOT system, alert the Market Participants to a potential threat to reliable operations with the following:

· Lead time for dual fuel generating units to prepare for fuel supply problems in the event of anticipated severe cold weather

· Any other operational concerns

	2
	Issue an Advisory:

· Post on the ENS

· Post on the MIS

· Notify TOs via the Hotline

	3
	Using the Hotline, notify all TOs of Advisory.

· When TOs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.

Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  ERCOT is issuing an Advisory for [state Advisory].  [TO] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	4
	As time permits, notify the Shift Supervisor of any issues during the call.



2.5.3
Issue a Watch

Procedure Purpose: To inform the Market Participants of a Watch.
	Protocol Ref. 
	5.6.5
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	Step
	Action

	1
	As directed by the Shift Supervisor, or when appropriate, ISSUE a Watch IF:

· Transmission system conditions are such that ERCOT is expected to exceed limits with no practicable resource solution
· A short supply, or congestion condition has been identified and no alternatives exist to relieve the condition

· There is a hurricane in the Gulf with expected landfall in Texas

· A cold front has arrived with temperature anticipated to be in mid to low 20°F range and maximum temperature expected to remain near or below freezing impacting 50% or more of major metropolitan areas
· Forced Outages or other abnormal operating conditions occur with no practicable resource solution
· Adjusted Responsive Reserve drops below 2500 MW
· A transmission condition has been identified that requires emergency energy from any of the South DC-Ties.


	2
	Issuance of a Watch requires:

· Posting on the ENS 
· Posting on the MIS

· Notifying TOs via the Hotline

	3
	Before issuing a Transmission Watch for transmission issues, notify the TO and discuss the actions you are about to take.

	4
	When issuing a Watch for a transmission issue, use the following script for making the hotline call: 
· When TOs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.

Typical Script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  ERCOT is issuing a Transmission Watch due to the [planned or forced] outage of a generating unit causing the post contingency loss of (name of contingency) overloads (name of overloaded element).”



	5
	Typical MIS and ENS posting script:

Transmission Watch issued due to the [planned or forced] outage of a generating unit causing the post contingency loss of (name of contingency) overloads (name of overloaded element).”

	6
	When issuing a Watch for other reasons, use the following script for posting the message and making the hotline call:
Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  ERCOT is issuing a Watch for [state Watch].  [TO] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	7
	As time permits, notify the Shift Supervisor of any issues during the call.



2.5.4
Issue an Emergency Notice

Procedure Purpose: To inform the Market Participants of an Emergency Notice.
	Protocol Ref. 
	5.6.6
	
	
	

	
	
	
	
	

	Guide Ref. 
	4.2.4
	
	
	

	
	
	
	
	

	NERC Std.
	COM-002
R2
	EOP-001
R2 , R4.1
	IRO-005
R1.10, R7
	

	
	
	
	
	


	Approved by:
	Effective Date: February 2, 2010

	Version:
	4
	Revision:
	3


	Step
	Action

	NOTE:
	Knowledge of an emerging/existing situation that could/does require intervention to ensure system reliability requires ERCOT to notify Market Participants through the use of Emergency Notification Messaging System.

	1
	As directed by the Shift Supervisor, or when appropriate, ISSUE an Emergency Notice IF:

· A transmission condition has been identified causing unreliable operation or overloaded elements.

· A short supply, congestion condition is affecting voltage and/or frequency with 
risk of grid area failure(s) and no practicable resource solution exists.

· A severe single contingency event presents the threat of uncontrolled separation 
or cascading outages, large-scale service disruption to load, and/or overload of 
critical transmission elements and no practicable resource solution exists.
· ERCOT has determined a fuel shortage exists that would affect reliability
· Loss of Primary Control Center Functionality

	2
	Issuance of an Emergency Notice requires:

· Posting on the ENS

· Posting on the MIS

· Notifying TOs via the Hotline

	3
	Before issuing an Emergency Notice for transmission issues, notify the TO and discuss the actions you are about to take.

	4
	When issuing an Emergency Notice for a transmission issue, use the following script for making the hotline call:

Typical Script:
“This is ERCOT operator [first and last name].  ERCOT is issuing an Emergency Notice due to the [planned or forced] outage of (facility that is actually out).  The loss of (name of contingency) overloads (name of overloaded element).”

Note: If the facility outage is a generator state “a generating unit”.

	5
	MIS and ENS posting script:

ERCOT issued an Emergency Notice due to the [planned or forced] outage of (facility that is actually out).  The loss of (name of contingency) overloads (name of overloaded element).”

	6
	When issuing an Emergency Notice for other reasons, use the following script for posting the message and making the hotline call:

Using the Hotline, notify all TOs of the Emergency Notice.

· When TOs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.

Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  ERCOT is issuing an Emergency Notice for [state Emergency Notice].  [TO] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings. 

	7
	As time permits, notify the Shift Supervisor of any issues during the call.


2.5.5
 Termination of Notification
Procedure Purpose: To inform the Market of a cancellation of a previous notification. 
	Protocol Ref. 
	
	
	
	

	
	
	
	
	

	Guide Ref. 
	
	
	
	

	
	
	
	
	

	NERC Std.
	
	
	
	

	
	
	
	
	


	Approved by:
	Effective Date: February 2, 2010

	Version:
	4
	Revision:
	1


	Step
	Action

	NOTE:
	If a condition increases in severity, then the posting of the corresponding Advisory, Watch, or Emergency Notice will constitute cancellation of the previous notification.  The termination of OCNs does not require a hotline call; however updating the ENS and MIS is necessary.

	1
	Update cancellation notice:

· On the ENS

· On the MIS

· Notify TOs via the Hotline

	2
	Using the Hotline, notify all TOs when notice has been canceled.  

· When TOs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.

Typical script:
“This is ERCOT operator [first and last name].  ERCOT is canceling the [state Emergency Notice].  [TO] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	3
	As time permits, notify the Shift Supervisor of any issues during the call.



2.5.6
 Implement EEA 
Procedure Purpose: To implement an Energy Emergency Alert(s) for the appropriate system conditions.
	Protocol Ref. 
	5.6.6.1
	
	
	

	
	
	
	
	

	Guide Ref. 
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	Step
	Action

	NOTE:
	The Frequency Control Desk will implement applicable levels of the EEA. 

EEA in this procedure is to be implemented in concert with the Frequency Control Desk EEA procedures.

Public media appeals may be enacted prior to EEA as deemed necessary by the Shift Supervisor. When a media appeal for voluntary energy conservation is enacted TOs should be notified via Hotline call. 
For the purpose of this procedure, Physical Responsive Capability PRC plus Responsive Reserve Service (RRS) provided from LaaR as defined and used in the ERCOT Operating Guides Section 1.6 and 4.5.3.3 shall be referred to as Adjusted Responsive Reserves.

	NOTE:
	Whenever the QSE or TO hotline is used to issue an Emergency Notice that any level of EEA is being implemented, direct all hotline participants to remain on the line until a hotline participant of your choice correctly repeats back to you the directive. If the repeat back is not acceptable, restate the directive and direct them to repeat back again. Continue until an acceptable repeat back is received.

	NOTE:
	IF frequency falls below 59.8 Hz, ERCOT CAN immediately implement EEA 3.

IF frequency falls below 59.5 Hz, ERCOT SHALL immediately implement EEA 3.

	1a
	Implement EEA 1 IF:
· Adjusted Responsive Reserves fall below 2300 MW, OR
· ERCOT has deployed over 760 MW of Responsive Reserve Service (RRS) supplied from generation resources in response to low frequency due to a capacity insufficiency.

 Reference Display: 

Generation Area Status, Generation Reserve Status, Available Details, ERCOT ON UNIT ERCOT Load Acting As Resource (LaaR)

	1b
	Using the Hotline, notify TOs to implement EEA 1.

· When TOs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.
Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  ERCOT is implementing EEA1.  [TO] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	1c
	As time permits, notify the Shift Supervisor of any issues during the call.


	1d
	Ensure the following is posted on the ENS and MIS:
· Implemented EEA 1 

	2a
	In addition to measures associated with EEA 1;
Implement EEA 2A IF, 

· EEA 1 fails to maintain Adjusted Responsive Reserves equal to or greater than 1750 MW
Reference Display: 

Generation Area Status, Generation Reserve Status, Available Details, ERCOT ON UNIT ERCOT Load Acting As Resource (LaaR)

	2b
	Using the hotline, notify TOs to implement EEA 2A.

· When TOs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.

Typical script: 

“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name]. ERCOT is implementing EEA 2A; 
· LaaRs are being deployed
· If local operating conditions permit, TOs are to reduce customer loads by using distribution voltage reduction measures
· Report back to ERCOT when these actions have been initiated and/or completed

[ TO] please repeat this directive back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2c
	As time permits, notify the Shift Supervisor of any issues during the call.


	2d
	Ensure the following is posted on the ENS and MIS:

· Implemented EEA 2A

	2e
	Verify and log the following as appropriate:

· Block Load Transfers (BLTs) have been implemented as appropriate.
· Distribution voltage reduction measures that have been taken.

	3a
	In addition to measures associated with EEA 1 & 2A;

Implement EEA 2B IF:
 EILS has been procured AND any of the following occur:

· Frequency drops below 60.00 Hz, OR

· Frequency begins to trend down with no indication for recovery, OR
· Adjusted Responsive Reserves continue to trend down, OR
· Adjusted Responsive Reserves are no longer available.

If no EILS exist, skip EEA 2B and proceed to EEA 3 if needed

	NOTE:
	Unless a media appeal is already in effect, one is required in this level.  Ask the Shift Supervisor about the issuance of the media appeal for voluntary energy conservation. 
Notify TOs that a media appeal for voluntary energy conservation is in effect via Hotline.

	3b
	Using the hotline, notify all TOs to implement EEA 2B.

· When TOs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.
Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  ERCOT is implementing EEA 2B.  EILS are being deployed.  [TO] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	3c
	As time permits, notify the Shift Supervisor of any issues during the call.


	3d
	Ensure the following is posted on the ENS and MIS:

· Implemented EEA 2B

	4a
	In addition to measures associated with EEA 1, 2A & 2B;

Implement EEA 3 IF:
· Frequency drops below 59.80 Hz, OR
· Frequency begins to trend down with no indication for recovery, OR
· Adjusted Responsive Reserves continue to trend down, OR

· Adjusted Responsive Reserves are no longer available


	NOTE:
	Firm load is to be shed in 100 MW blocks.

TOs will keep in mind the need to protect the safety and health of the community and the essential human needs of the citizens.  Whenever possible, TSPs shall not manually drop load connected to under-frequency relays during the implementation of EEA.

	4b
	Using the hotline, notify TOs to implement EEA 3.

· When TOs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.

Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name]. ERCOT is implementing EEA 3.  ERCOT is instructing all Transmission Operators to shed their share of <amount> MW.  Transmission Operators are to report to ERCOT when this is complete and give the amount of load shed.  [TO] please repeat this directive back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	4c
	As time permits, notify the Shift Supervisor of any issues during the call.


	4d
	Instruct the Frequency Control Desk Operator to inform the QSEs via the Hotline that firm load is being shed.

	4e
	Ensure the following is posted on the ENS and MIS:

· Implemented EEA 3

	4f
	Verify and log the following as appropriate:

· Block Load Transfers (BLTs) have been implemented as appropriate.

· Distribution voltage reduction measures have been taken where possible
· Load shed instructions have been received and enacted.


2.5.7
 Restore EEA Steps

Procedure Purpose: Backing out and terminating Energy Emergency Alert(s).
	Protocol Ref. 
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	Step
	Action

	NOTE:
	The Frequency Control Desk will implement applicable levels of the EEA Restoration.

EEA in this procedure is to be implemented in concert with the Frequency Control Desk EEA procedures.

	4a
	Restore firm load when:

· Sufficient Regulation Service exist to control to 60 Hz, AND
· Adjusted Responsive Reserve supplied from generation is greater than 1150 MW

	4b
	Using the hotline, notify TOs of firm load restoration. 

· When TOs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.

Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  ERCOT is instructing all Transmission Operators to restore their share of <amount> MW leaving <amount> MW still off.  Transmission Operators are to report to ERCOT when this task is complete and give the amount of load restored.  [TO] please repeat this directive back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	4c
	As time permits, notify the Shift Supervisor of any issues during the call.


	4d
	Ensure the following is posted on the ENS and MIS:

· “ERCOT is restoring firm load” 

	4e
	Maintain Adjusted Responsive Reserve supplied from generation equal to 1150 MW while restoring firm load.

	4f
	Ensure that the Frequency Control Desk Operator notifies the QSEs that firm load is being restored.

	4g
	Move from EEA 3 to EEA 2B when:
· Sufficient Regulation Service exist to control to 60 Hz, AND

· Adjusted Responsive Reserve supplied from generation is equal to 1150 MW, AND 

· All firm load has been restored



	4h
	Using the hotline, notify TOs of the reduction from EEA 3 to EEA2 B
· When TOs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.

Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  ERCOT is moving from EEA 3 to EEA 2B, LaaRs are going to be recalled.  Go back to normal, if distribution voltage reductions were made.  [TO] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings

	4i
	As time permits, notify the Shift Supervisor of any issues during the call.


	4j
	Ensure the following is posted on the ENS and MIS:

· EEA 3 to EEA 2B 

	3a
	Move from EEA 2B to EEA 2A when:
· The system can maintain Adjusted Responsive Reserve equal to or greater than 1750 MW, AND
· All LaaRs have been recalled, AND

· Sufficient Regulation Services exists to control to 60 Hz.

	3b
	Using the hotline, notify TOs of the reduction from EEA 

2B to EEA 2A:

· When TOs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.

Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  ERCOT is moving from EEA 2B to EEA 2A.  [TO] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	3c
	As time permits, notify the Shift Supervisor of any issues during the call.


	3d
	Ensure the following is posted on the ENS and MIS:

· EEA 2B to EEA 2A 

	3e
	Appeal through the public news media for voluntary energy conservation may be terminated, notify Shift Supervisors

	2a
	Move from EEA 2A to EEA 1 when:
· The system can maintain Adjusted Responsive Reserve equal to or greater than 2300 MW, AND
· All LaaRs have been restored, or replaced with generation.



	2b
	Using the hotline, notify all TOs of the reduction from EEA 

EEA 2A to EEA 1:

· When TOs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.

Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  ERCOT is moving from EEA 2A to EEA 1, all EILS are being recalled, [if Block Load Transfers have been executed please coordinate with ERCOT to restore them as system conditions permit.]  [TO] please repeat this directive back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.


	2c
	As time permits, notify the Shift Supervisor of any issues during the call.


	2d
	Ensure the following is posted on the ENS and MIS:

· EEA 2A to EEA 1 

	1a
	Move from EEA 1 to EEA 0 when:
· EILS resources have been recalled. AND

· All uncommitted units secured in EEA 1 can be released to reduce generation, AND
· Emergency power from the DC Ties is no longer needed, AND
· Sufficient Regulation Service exists to control to 60 Hz.


	1b
	Using the Hotline, notify TOs of the reduction from EEA 1
to termination:

· When TOs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.

Typical script:
“This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name].  ERCOT is terminating EEA. A Watch still remains in effect.  [TO] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	1c
	As time permits, notify the Shift Supervisor of any issues during the call.


	1d
	Ensure the following is posted on the ENS and MIS:

· EEA termination 


2.5.9
 Restoration of Primary Control Center Functionality
Procedure Purpose: This procedure is to be performed by Transmission and Security Desk Operator at the alternate Control Center (ACC) in restoring Real-Time operations.

· Essential staff has arrived, 
· ACC has become PCC,

· All EMS applications up and functioning properly
	Protocol Ref. 
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	Step
	Action

	NOTE:
	Before normal operation can be restored, be sure to communicate with the other desks to determine the current state of the grid and any communications that may have taken place with Market Participants.

	Market Notification prior to return to normal 
	Upon arrival to the ACC:

· As time permits, notify the TOs by placing a Hotline call that a ERCOT Transmission and Security desk operator has arrived.
Typical Script:  “This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name], until further notice, direct all Transmission and Security related phone calls to (512) 225-7130.”  [Select TO], “Please repeat that back for me.” 

 If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.
    

	Prior to Resuming Congestion Management
	
· Check with the Frequency Control Desk Operator to find out about any calls received from TOs and if any VDIs were issued,

· Check with Operating Period Desk Operator to find out if RTBM deployments have resumed.

	Market Notification
	When you are ready to resume normal operation, place the following Hotline call to the TOs:

· Typical Script:  “This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name], ERCOT is resuming normal, Real-Time operations from the alternate control center.  [Select TO], “Please repeat that back for me.”

· If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

	Operator Technical Logs
	RECORD the following in the shift log:

· Date

· Time of event

· Description of events, failures, or incident

· Actions taken and resolution

· Time of system or function restoration


2.6.3
TO Hotline Test

Procedure Purpose: To test the communication systems for the TO Hotline.
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	Step
	Action

	1
	Each Monday between 0630 and 1100 test the ERCOT Hotline.

	2
	Check with the Shift Supervisor and determine the current ERCOT current threatcon level.  

	NOTE:
	In the event of a failure of the Forum Conference Client software, the most recent printout of the hotline log may be used as a checklist to perform a manual roll call of TOs.

	NOTE:
	Insure all Invalid Hotlines “Lost Souls” are cleared prior to the hotline call.

	3
	Using the Hotline, notify all TOs of the purpose of the call:

· When TOs have answered the Hotline, print Hotline participants and log any issues.  If necessary call participants individually.

Typical Script:
This is ERCOT operator [first and last name].  ERCOT is conducting the weekly TO hotline test.  We are currently at threatcon level [threatcon level].  The following notices are currently in effect:
· List OCNs, Advisories, Watches and/or Emergency Notices in effect.
· State “None” if none in effect.

This ends this test of the ERCOT Hotline.  Thank you.”

	4
	Notify the Shift Supervisor of any Transmission Operator that did not respond to the Hotline test.  The Shift Supervisor and/or Help Desk will notify the telecommunications department for repairs.

	5
	Ensure printed Hotline log is forwarded to Shift Supervisor, as time permits.  



2.6.4
 Instructions for Placing a LaaR Hotline Call

Procedure Purpose: Process to inform TOs when LaaRs have been deployed.
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	Step
	Action

	1
	When deploying LaaRs, use the Hotline Call to notify the TOs:

· When TOs have answered the Hotline, review Hotline participants and log any issues.  If necessary call participants individually.  

Typical script: 
This is ERCOT operator [first and last name’.  ERCOT has deployed LaaRs due to [reason].  That is all, thank you.”

	2
	As time permits, notify the Shift Supervisor of any issues during the call.
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