Power Operations Bulletin # 446
ERCOT has revised the Transmission and Security Desk Procedure Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
1.3.1
ERCOT Shift Supervisor

The ERCOT Shift Supervisor is responsible for supervision of the ERCOT Transmission and Security Desk position and may at times be responsible for performing the procedures contained in this manual.

ERCOT System Operator, Transmission & Security Desk

The ERCOT System Operator – Transmission and Security Desk position represents the following NERC functional entities collectively for the ERCOT ISO at any time:

· Reliability Coordinator

· Balancing Authority

· Transmission Operator
· Interchange Authority
This representation includes the responsibility and clear decision making authority during normal and emergency conditions to direct and implement real-time actions to ensure the stable and reliable operation of the ERCOT electric system.  These actions shall include shedding of firm load to prevent or alleviate System Operating Limit (SOL) or Interconnection Reliability Operating Limit (IROL) violations without obtaining approval from higher-level personnel.
1.4 
1. 
a. 
b. 
c. 
2. 
2.2.1
Real Time Contingency Analysis (RTCA) 

Procedure Purpose: To monitor SOLs and have situation awareness of the transmission system
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	Step
	Action

	NOTE:
	System Operators have the authority to take or direct timely and appropriate real-time action, up to and including shedding firm load to alleviate System Operating Limit violations.

	NOTE:
	The order of steps in this procedure is a recommendation.  The system operator will determine the sequence of steps, or any additional actions required to ensure system security.

Zonal Congestion Management Techniques are OC1s.  Deployment of Non-Spin may be used if approved by the Shift Supervisor.
Local Congestion Management Techniques consist of OC3s, unit specific dispatch instructions (OOME or VDIs), Remedial Action Plan (RAP), Pre-Contingency Action Plan (PCAP), Mitigation Plan (MP), and Temporary Outage Action Plans (TOAP).  TOAP guidelines are located in the Outage Notes.  Unit specific dispatch instructions may be determined by Shift Factors or studies, whichever the system operator deems most appropriate. 
If there is a difference in line ratings between ERCOT and the TO, the most limiting rating will be used until the correct rating can be determined.

	NOTE:
	Critical facilities are the ERCOT defined contingencies that show up after running Real Time Contingency Analysis (RTCA) as a post-contingency overload.  This list is located in the Energy Management System (EMS) and an electronic copy is located on the ERCOT website under ‘Grid Information’ in the Transmission section.

http://www.ercot.com/gridinfo/transmission/index
Select “Operations Contingency List (ESCA) in the key document section.

 A potential critical facility becomes a critical facility when the contingency appears in RTCA as a post-contingency overload.

	1
	VERIFY RTNET and RTCA processes are enabled.  If not, enable them.

	2
	Determine if RTCA has run within 10 minutes.

	3
	If RTCA has not run within 10 minutes, refer to Section 2.1.2, Analysis Tool Outages.

	4
	EXAMINE the RTCA contingency violations “Branch” summary, and ENSURE that no post contingency overloads greater than 100% of the emergency rating exist.  IF post-contingency overloads greater than 100% of the Emergency Rating exist: 

· ENSURE that no Special Protection Scheme (SPS), Remedial Action Plan (RAP), Pre-Contingency Action Plan (PCAP), Temporary Outage Action Plan (TOAP), or Mitigation Plan (MP) exists to alleviate the loading post contingency, AND 

· ENSURE the Pre-contingency value listed on the violation summary is reasonably accurate.

NOTE:  The electronic and hard copy for the RAPs, PCAPs, and MPs are to be considered current.  Should a conflict exist between the electronic and hard copy, the electronic version is to be used.

The electronic version is located at <\\cpwp004d\departments\System Operations\Remedial Action Plans>
A hardcopy of the SPSs is maintained on the floor by the Operations Support Administrative Assistant.

TOAPs are usually located in the daily Outage Notes.

	5
	EXAMINE the RTCA contingency violations “Voltage” summary (it has multiple pages), and ENSURE that no post contingency over voltage or under voltage violations outside of the range of the emergency switchyard voltage requirements exists at the STP and CPSES 345 kV buses.

Comanche Peak Emergency Switchyard Voltage Requirements
System

345 kV

138kV

Nominal Voltage

352 kV

141 kV

Tolerance

+2.56% or -3.40%

+2.13% or -4.26%

Maximum Voltage

361 kV

144

Minimum Voltage

340 kV

135

South Texas Project Emergency Switchyard Voltage Requirements
System

345 kV

Nominal  Voltage

362.25 kV

Tolerance

+2% or -4%

Maximum Voltage

369.5 kV

Minimum Voltage

347.8 kV

If post-contingency violations outside the range of the emergency switchyard voltage requirements exist, COORDINATE with the Transmission Operator and QSE and take appropriate voltage control action.

	6
	IF the pre-contingency value appears to be accurate and a SPS, RAP, PCAP, TOAP, or MP exists, refer to the respective procedure and operate accordingly.

	7
	IF the SCADA is of similar magnitude to the Pre-contingency value and no SPS, RAP, PCAP, TOAP, or MP exist, go to step 8.

	NOTE:
	When making any changes to the SCADA database, document the changes using the SCADA tagging function.  Refer to Desk Top Guide Section 3.6 for guidance.

	8
	IF the Pre-contingency value appears to be inaccurate, do NOT employ congestion management techniques.  
· Inform the Shift Supervisor and he/she will decide if an Operations Support Engineer should be called.

	9
	IF post contingency overloads greater than 100% exist without an SPS, RAP, PCAP, or a TOAP is in place to relieve, EMPLOY congestion management techniques to eliminate the post contingency overloading.

	10
	IF post contingency overloads greater than 100% of the “15-minute Rating” exist with a RAP in place to relieve, EMPLOY congestion management techniques to reduce the predicted post contingency loading to no more than 100% of the 15-minute rating.  

	11
	IF any RTCA results predict a Facility Rating will exceed post-contingency loading 125% or greater of the facility’s Emergency Rating, this is considered to be a potential IROL.  Proceed to section 2.2.3 Potential IROL’s. 


	12
	If congestion management techniques fail to resolve congestion and no practicable resource solution exists, ISSUE a Watch per section 2.5.3.  

	13
	Periodically check the Base Case violations display for Thermal overloads.  A “thermal overload in real-time” means loading above 100 % of the NORM/Continuous rating.

	14
	If a valid Thermal overload exists in real-time, EMPLOY congestion management techniques to relieve the overload.
If the system operator determines that the Pre-contingency value or system topology is incorrect, step 13 may be omitted.

	15
	Periodically check the “Contingency Solution Results” display.  If there are unsolved contingencies, run the State Estimator again.  If unsolved contingencies remain, call the on-call State Estimator Support Engineer. 
If any unsolved (pink) contingencies exist for an extended period of time, as time permits, notify the on-call Operations Support Engineer.
If there are known reasons that the contingency is unsolved, as time permits, notify the on-call Operations Support Engineer to verify system conditions have not changed.


2.2.3 
Potential IROL’s
Procedure Purpose: To identify potential IROLs.
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	Step
	Action

	1
	IF SE results indicate and/or RTCA predicts any of the below conditions on the 138kV or 345kV system and no SPS, RAP, PCAP, TOAP, or MP exists; notify Operations Support Engineers:

· Post contingent rating exceedance in excess of 125% of the SOL of the monitored facility (2-hour or Emergency Rating)

· Basecase exceedance exist in the State Estimator greater than 100% of the SOL of the monitored facility (Continuous or Normal Rating)

· An unsolved or divergent contingency is present 

· Under-voltage condition characterized by bus voltages of less than 90% across three or more related BES facilities

· Over-voltage condition greater than 110% across three or more BES facilities 



	2
	Operations Support Engineer will develop and provide a Mitigation Plan.

	3
	If Operations Support Engineer determines this to be an IROL after conducting offline studies.  They will provide an IROL Tv (minutes).

	4
	Facility Rating violations must be relieved within the IROL Tv (minutes).

	5
	Make log entry
· Facility Rating violation being treated as potential IROL

· All actions implemented


2.2.4 
OOME when OC3 is not Effective
Procedure Purpose: A process to relieve congestion when an OC3 is not effective.
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	Step
	Action

	NOTE:
	All wind units have the non-bid flag checked in the Resource Plan which will prevent them from receiving local congestion instructions.  When OC3 activation is not effective due to excessive wind generation output, the following steps shall be taken to OOME wind generation to relieve transmission congestion.

	1
	Activate an OC3 for local congestion as mentioned in Section 2.2.1.

	2
	Upon activation of the OC3, perform a Contingency Analysis study as indicated in Section 3.1 of the Desk Top Guide.

	3
	After performing a Contingency Analysis study, navigate to the Network Constraints Summary by going to Analyst Displays ( Contingency Analysis Displays ( Shift Factors, or typing NETSENS_CONSTRAINTS in the command line at the top of the display.

	4
	On the Network Constraints Summary Display, scroll to the constraint for which the corresponding OC3 was created.  Click on the circle with an “i” inside it on the right hand side of the display.  This will bring up the Network Constraints Details.

	5
	The Network Constraints Details display shows all units which have positive or negative shift factors above 1 % for the given constraint.  Scroll through this list to find the wind units with the greatest positive shift factors.



	6
	The Group OOME tool should be used for local congestion involving wind only units.  This will distribute MW amounts fairly when multiple units can solve the congestion.  Notify Operations Support when a new group needs to be built.  

	7
	When using the Group OOME tool or OOME/VDI, consider having the Frequency Desk issue fleet up instructions to offset the Group OOME or OOME/VDI to ensure frequency is stable and ancillary services are not depleted. 

	8
	If local techniques fail to maintain system security, an Emergency Notice must be declared before Zonal Techniques may be utilized.


2.2.8 
North-Houston Voltage Stability Limit


Procedure Purpose: To maintain North to Houston voltage stability.
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	Step
	Action

	IROL
	The North – Houston VSAT voltage stability limit is an IROL; the actual flow MUST NOT exceed the limit for more than 30 minutes.  This is a violation of the NERC Reliability Standards.

	VSAT 
	Initiate a manual Run Sequence for the Network Online Sequence after the change in the system typology.  This process will give new VSAT results after RTNET, RTCA and RTDCP (VSA) is completed.

	NOTE
	All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	NOTE
	VSAT should be checked at least every hour, or more frequently as necessary.

	Houston 345kV

Outages
	If North – Houston or South – Houston 345kV circuit has a forced outage, manually rerun the whole sequence of RTNET, RTCA and RTDCP (VSA) immediately then continue 

	Monitor
	Monitor each of the following Reliability Margins: 

· O-HOUS_L

· N-H G

· N-H L

If any of these Reliability Margins fall below the following pre-defined limits, take the appropriate corrective action for each limit and notify the Shift Supervisor.

	≤500MW
	· Request TSP’s in the affected areas turn on capacitor banks and turn off reactors near the weak busses that are available.



	≤400MW
	· Activate the North – Houston OC1

· Change the North – Houston CSC limit in RTMONI to the N-H VSAT Transfer Limit located in VSAT for Market transparency.

· Post a message on the MIS:

Typical Script:  “ERCOT is controlling the North - Houston voltage stability limit with the North – Houston OC1”.



	≤300MW
	If it appears that Zonal Techniques will fail to control the flow within 30 minutes, utilize Local Congestion Management Techniques.

· OOME/VDI resource (Group or Single)

· Post a message on the MIS:

Typical Script:  “ Local congestion techniques are being utilized with Zonal congestion techniques to control North – Houston voltage stability limit”.

	≤200MW
	· Fleet up in Houston area generation
· Instruct Operating Period Desk to deploy Non-Spin in the Houston zone and utilize quick starts not bid in as Non-Spin
· Post a message on the MIS:

Typical Script: “Local congestion techniques are being utilized with Zonal congestion techniques to control North – Houston voltage stability limit.”



	≤100MW
	Instruct Frequency Desk to deploy LaaRs in Houston Zone.


	0MW

≥ 15 Minutes
	· Instruct Centerpoint to drop firm load in 100 MW blocks.
· Post a message on the MIS:

Typical Script:  

This is ERCOT operator [first and last name].  ERCOT is instructing Centerpoint to drop [*** MWs] of firm load for the North – Houston stability limit.  Notify ERCOT when this task is complete and give the amount of load shed.  Please repeat this back to me.  That is correct, thank you.”



2.4.4 
Power System Stabilizers (PSS) and Automatic Voltage Regulators (AVR)
Procedure Purpose: To ensure that power system stabilizers and automatic voltage regulators stay “in service” whenever possible.
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	Step
	Action

	NOTE:
	QSE’s will inform ERCOT of a change in status with any PSS or AVR by phone.

	1
	The ERCOT Operator will:

· Instruct the QSE to manually adjust VAR output as required to maintain voltage set-point until the AVR is back in service

· Ensure that the QSE has notified the TO of the change in status

· Enter the status change information into the ERCOT Logs

· Log type of either “PSS” or “AVR”.  

· Include the company name, the name of the person spoken with, and reason (if device is being taken in or out of service).
· Include that the TO has been notified of change in status
· Cut and paste the log entry into an e-mail and send to

· “OPS Planning”

· “OPS Support Engineering”

· “1 ERCOT System Operators”

	2
	A table which is enterable by the operator has been added for the calculation on the “W-N Stability.xls” spreadsheet.
· To update the spreadsheet when any PSS is forced offline in the West zone.
· Open the Summary tab to verify units

· Enter 0 = PSS is offline, 1 = PSS online for each resource change

It allows the operator to “turn off” a unit when a QSE reports the PSS is out of service which lowers the stability limit. 

	NOTE:
	Operations Planning will keep a spreadsheet with the current status of each PSS and AVR.  This data can be viewed at:

\\cpwp004d\departments\System Operations\AVR and PSS Status\AVR and PSS Spreadsheet


2.5.9
 Restoration of Primary Control Center Functionality
Procedure Purpose: This procedure is to be performed by Transmission and Security Desk Operator at the alternate Control Center (ACC) in restoring Real-Time operations.

· Additional staff has arrived, including a Shift Supervisor,

· ACC has become PCC,

· All EMS applications up and functioning properly
	Protocol Ref. 
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	Step
	Action

	NOTE:
	Before normal operation can be restored, be sure to communicate with the other desks to determine the current state of the grid and any communications that may have taken place with Market Participants.

	Prior to Resuming Congestion Management
	Upon arrival to the ACC:

· Check with the Frequency Control Desk Operator to find out about any calls received from TOs and if any VDIs were issued,

· Check with Operating Period Desk Operator to find out if RTBM deployments have resumed.

	Market Notification
	When you are ready to resume normal operation, place the following Hotline call to the TOs:

· Typical Script:  “This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name], ERCOT is resuming normal, Real-Time operations from the alternate control center.  Until further notice, direct all Transmission and Security related phone calls to (512) 225-7130.”  [Select TO], “Please repeat that back for me.”

· If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

	Operator Technical Logs
	RECORD the following in the shift log:

· Date

· Time of event

· Description of events, failures, or incident

· Actions taken and resolution

· Time of system or function restoration


2.6.6
 Monthly Testing of Satellite Phone System
Procedure Purpose: To ensure ERCOT maintains communication capability via the Satellite Phone.
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	Step
	Action

	NOTE:
	On the first weekend of each month, between the hours of 0000 Saturday and 0500 Monday, the Satellite Phone System Conference Bridge will be tested with Transmission Service Providers. As the Shift Supervisor makes the calls to the individual Transmission Service Provider, they will set a time that the ERCOT Operator will call the Satellite Phone System Conference Bridge and establish communication with the appropriate Transmission Service Providers.

	NOTE:
	Use the ERCOT Satellite Phone User Guide located in Section 7 of the Desktop Guide for a list of the Transmission Service Providers that will be contacted by the ERCOT Operator and instructions on how to place a Satellite Phone System Conference Bridge Call.

	1
	· On page 11 of the MX Turret phone select the appropriate line that applies to the ERCOT Operations Desk that is making the call.

These numbers are located in the bottom right of the page 11 screen.

BKST Day- Day Ahead Desk

BKST Freq.- Frequency Desk

BKST OPD – Operating Period Desk

BKST TS #1 – Transmission Desk #1

BKST TS#2 – Transmission Desk #2

· If the preprogrammed number does not function correctly, refer to Section 7 of the Desktop Guide for the appropriate conference number. 

· When prompted enter the Moderator Pass Code.

· If necessary wait on the line for approx. five minutes for the Participants to dial into the Conference Bridge.

· As each participant connects to the Conference Bridge record the name of the individual from the Transmission Service Provider making the call and any problems identified with the connection process.



	2
	· If one or more of the Transmission Service Providers fails to connect to the Satellite Phone System Conference Bridge Call investigate the cause and log the following:

· Reason for inability to connect

· Actions taken by ERCOT 

· Establish a time for a retest of the Transmission Service Providers not able to connect in the initial test.

	3
	When testing is completed, fill out the portion of the Monthly Satellite Phone Conference Bridge Testing Form.  An electronic copy of this form is located in P:\ SYSTEM OPERATIONS”\Satellite Bridge Testing forms” folder.

	4
	When the applicable portion of the Monthly Satellite Phone Conference Bridge Testing Form is completed, save the form and close the file.  

Notify the Shift Supervisor that the Conference Bridge Call is complete and that the applicable portion of the form is complete.

	5
	Log the test date and results in the ERCOT Operations Log.

	6
	When working out of the alternate during the monthly scheduled dates, test at least one Satellite phone.  If any problems are encountered, followed step 7.

	7
	Verify with the Shift Supervisor that the following personnel are notified for any Satellite phone problems during the test by e-mail:
· 1 ERCOT Training Department
· 1 ERCOT Shift Supervisors
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