
Power Operations Bulletin # 437

ERCOT has revised the Shift Supervisor Desk Procedure Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
1.3.3
ERCOT Hot Line Conference Call Instructions (to trigger SSRG calls)
Procedure Purpose:  To communicate information concerning disturbances or unusual occurrences to appropriate parties in the Interconnection.
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ERCOT will initiate a hot line conference call with Qualified Scheduling Entities (QSEs) and Transmission Operators (TOs) using the ERCOT conference bridge for the following reasons:

· The Manager, System Operations, or designee, will provide an SSRG conference call number, and the associated date and time of the SSRG conference call, to the Shift Supervisor.

· The Shift Supervisor is responsible for notifying all QSEs and TOs via a hotline call and instructing them to notify their SSRG designee of the scheduled SSRG conference call, and providing them the information needed to participate.

Threats and emergencies can be classified as, but are not limited to, the following four SSRG event-types:

1.
Internal to ERCOT



a.
Physical Security:
Verifiable attack or sabotage, or threats of attacks or sabotage, that could jeopardize the operation of physical equipment within the electrical boundaries of the ERCOT grid that have a direct affect on the reliability of the ERCOT grid.  This could be, but is not limited to, generation equipment, transmission equipment, and communication equipment.



b.
Cyber Security:
Verifiable loss of control of the ERCOT EMS or MMS that is identified by EMMS Production Support as an actual or probable act of sabotage or the loss of control by any of the market participants EMS Systems that is reported to ERCOT as an act of sabotage.


2.
External to ERCOT



a.
Physical Security:

Verifiable attacks or sabotage, or threats of attacks or sabotage that could jeopardize the operation of physical equipment in any electrical sector outside of the boundaries of ERCOT.


b.
Cyber Security:

Verifiable loss of control over the EMS System of any participant in the electrical sector outside of the boundaries of ERCOT that is identified as an actual or probable act of sabotage.

3.
Pandemic


4.
Other unforeseen business continuity events (not to include grid instability)

When there is a change in the Threatcon Level or other emergency events occur and an SSRG conference call is required the Shift Supervisor will: 


Notify the ERCOT Manager, System Operations or designee.

Notify the ERCOT Director of Security or designee.


See Phone Book on Shift Supervisors Desk for contact information.

The SSRG conference call may be used for System Security Response Group Notifications and as warranted by the Manager, System Operations:
· When there is a change in the Threatcon Level as identified on the Electric Sector Information Sharing and Analysis Center (ESISAC) website, www.esisac.com;

· To disseminate information and develop plans related to system emergencies and business continuity threats, 

· To conduct a quarterly test with the minimum objective of reviewing and updating the contact list. (test to be conducted in February, May, August and November) 

Instructions on how to utilize the ReadyConferencePlus system:
· The Manager, System Operations, or designee, will moderate the conference call by dialing 1-866-642-1665. The moderator pass code is [code]
· All other participants will dial 1-866-642-1665. Participants pass code is  [code]

2.2.2
Capacity and Reserve Monitoring

Procedure Purpose:  To monitor reserve capacity and balancing energy bid shortages
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	Step
	Action

	Note:
	30-Minute Non-Spinning Reserve Service (30MNSRS) is a service that is provided by off-line generation capacity capable of being synchronized and ramped to a specified output level within thirty (30) minutes or Load that is capable of being interrupted within thirty (30) minutes.

	Note:
	Virtual Resources (V1) providing BESCNSRS shall bid into the BES market and follow the scheduling requirements for BESCNSRS. 

	Note:
	Balancing Energy Service-Capable Non-Spinning Reserve Service (BESCNSRS) can be off-line or on-line.

· Off-Line BESCNSRS - a service that is provided by generation capable of being synchronized and ramped to a specific output level within fifteen (15) minutes that is also capable of providing Balancing Energy Service (BES) or Load that is capable of providing Balancing Energy Service, and that is not participating in any other activity, including ERCOT markets, self-generation and other energy transactions.

On-Line BESCNSRS - a service that is provided by a virtual portion of an on-line Resource (indicated by a _V1 suffix) capable of being synchronized and ramped to a specific output level within fifteen (15) minutes that is also capable of providing Balancing Energy Service (BES). 

	NOTE:
	For NSRS calculations units must also be available, off line and have NSRS checked in the resource plan to be counted in the Excel MAI.

	1
	It will be necessary to make the decision to deploy Non-Spin from the Excel MAI and not the hour-ahead study.  If the load forecast is reasonable, DETERMINE if the “Adj. Bal up needed” can be covered with the balancing bids.

	2
	IF the load forecast is reasonable AND the “Adj. Max Capacity Room” on the Excel “Market Analyst Interface” (MAI) shows insufficient capacity:
ISSUE an OCN stating that ERCOT is projecting a reserve capacity shortage AND instruct the QSEs to update their Resource Plans, specifically for the time frame which shows the reserve capacity insufficiency.

	3
	IF the Excel MAI still shows a projected reserve capacity shortage, ISSUE a Watch stating that ERCOT is projecting a reserve capacity shortage for the hours in question.

	4
	IF the MOI MAI is also showing the reserve shortage: 

· RUN an RPRS study (not a market) early enough to EVALUATE if an adjustment period RPRS market would solve the capacity reserve shortage.

· IF the load forecast being used by the RPRS study does not appear to be reasonable, CONSIDER adjusting the load forecast.

· IF an RPRS market provides a solution, THEN refer to the Day Ahead Desk procedure.

· IF an RPRS market does not present a solution, THEN continue.

	5
	Depending on the amount of capacity reserve shortage and unit start up times, OOMC enough capacity to cover the projected reserve shortage based on a reasonable load forecast from the Excel MAI.

	6
	IF a capacity reserve shortage actually occurs, THEN refer to the Frequency Control Desk operating procedures.

	7
	WHEN the Excel MAI shows sufficient generation capacity to cover the load forecast, DISCONTINUE the Watch.


2.2.7
Initiate Request for Public Appeals
Procedure Purpose: Outlines process for initiating public appeals
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	Step
	Action

	1
	An appeal through the public news for voluntary load curtailments can be made at any time at management’s discretion or in no case later than Level 2B of the EEA.  This will be coordinated with the Manager of System Operations or designee. 

	2
	When notified by the Manager of System Operations or designee that an appeal through the public news media has been made, ensure the Transmission and Frequency desks make a Hotline call to notify TO’s and QSE’s.
Typical Script:

“This is ERCOT operator [first and last name], this is informational only.  ERCOT has issued an appeal through the public news media for voluntary load curtailments.  Does anyone have any questions? Thank you”.

	3
	The Manager of System Operations or designee with coordinate the recall of the media appeal with Manager of Communications.

	4
	This is an event that will trigger an OE-417 Report.  Coordinate with Manager of System Operations or designee to verify the report will be submitted on the event, see section 2.2.9.


2.2.10

PUCT Daily Report
Procedure Purpose: To provide ERCOT system transparency to the PUCT staff and Market Participants 
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	Step
	Action

	NOTE:
	The PUC reports are to be generated twice per day:

In winter months at 0100 and 0500

In summer months at 1100 and 1500

The timing change will be determined by the Manager, System Operations.

	NOTE:
	Be able to provide a list of unplanned generation outages for the day if requested by the PUC.

	1
	Complete the PUCT Daily Report template at the appropriate times.

E-mail the report to the distribution list entitled “PUC-Available Generating Resources.” 

Do not add editorial comments to this report that reveal market sensitive data.  General comments that convey overall system conditions are allowed.

	2
	Revise the last report sent and resend it if:

· The probability of an EEA event increases. Give reason(s) for escalation

· Conditions change that required new notices to be issued or cancelled, such as, an OCN , Advisory, Watch, or Emergency Notice 

· A projected reserve capacity shortage develops 

· Local reliability concerns arise which include actual overloads and/or loss of load, especially the Laredo area

· The Gibbons Creek Bryan East/Green Prairie 138 kV double circuit transmission line trips, or if there are unplanned outages of the generation units in the area.

· Localized gas restrictions, not expected to cause reliability issues.

· DCS event occurs

· “ERCOT only” NERC and/or DOE event occurs. These events are market sensitive so provide a brief description without the market sensitive information.
When issuing Transmission Watches or Emergency Notices use the following language:

“At [time], ERCOT issued a Transmission [Watch or Emergency] due to the [planned or forced] outage of a generating unit causing the post contingency of [name of contingency] would overload [name of overloaded element].”



	3
	Use the following guidelines to determine the potential for EEA when completing the PUCT Daily Report:
Potential for EEA Level 1

· Low 

· Sufficient capacity to cover peak demand
· An Advisory is in effect for Adjusted Responsive Reserves.
· Medium

· A Watch is in effect for Adjusted Responsive Reserves and/or 

· Loss or delay of generation availability during peak demand that may diminish Physical Responsive Reserves and/or

· Excel MAI shows multiple hours of insufficient reserves and there is belief it is a significant threat
· High 

· A Watch is in effect for Adjusted Responsive Reserves and trending downward after procuring quick-start capacity and/or
· Excel MAI shows multiple hours of insufficient reserves and ERCOT has been unable to correct the capacity insufficiency over several hours and ERCOT believes it is a significant threat
· Critical

· EEA Level 1 in effect

	4
	Potential for EEA Level 2A
· Low 

· Sufficient capacity to cover peak demand
· An Advisory is in effect for Adjusted Responsive Reserves

· Medium

· EEA Level 1 in effect
· High 
· Adjusted Responsive Reserve ≤ 2000 MW and trending downward
· Critical

· EEA Level 2A in effect

	5
	Potential for EEA Level 2B

· Low 

· Sufficient capacity to cover peak demand
· Medium
· EEA Level 2A in effect
· High 
· Adjusted Responsive Reserve < 1000 MW and trending downward, OR
· Unable to maintain frequency ≥ 59.9 Hz
· Critical

EEA Level 2B in effect

	6
	Potential for EEA Level 3

· Low 

· Sufficient capacity to cover peak demand
· Medium
· EEA Level 2A in effect
· High 
· EEA Level 2B (if available) in effect
· Adjusted Responsive Reserve < 1000 MW and trending downward, OR
· Unable to maintain frequency ≥ 59.9 Hz
· Critical

· EEA Level 3 in effect

	NOTE:
	When conditions have returned to normal, update report and e-mail.


2.6.1
Report Critical EMMS Failures to ERCOT IT Help Desk

Procedure Purpose:
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	Step
	Action

	1
	ACKNOWLEDGE computer system alarms, events, failures, or incidents that affect normal operations.

	2
	CONTACT the ERCOT Help Desk immediately from the Supervisor Help Desk button on the Shift Supervisor Turret Phone or extension 6804. 

If necessary, contact the on-call IT person first then contact the Help Desk.

	3
	DISCUSS alarms, events, failures, or incident with the Help Desk or IT staff.

	4
	DETERMINE criticality and impact of the system alarms, events, failures, or incident jointly with the Help Desk or IT staff.

	5
	IF the criticality and impact of the system alarms, events, failures, or incident is such that Grid Reliability or Market Operations will be affected before the problem can be resolved, Notify market participants of the problem and expected duration via HOTLINE and REQUEST additional assistance from other support staff.  
For a complete EMMS failure, see Transmission and Security Procedure Section 2.1.2, Analysis Tool Outages and/or Frequency Desk Procedure Section 2.6.10, Loss of Primary Control Center Functionality.

	6
	RECORD the following in the shift log:

· Description of system alarms, events, failures, or incident

· Actions taken and resolution

· Time of system or function restoration

	7
	When a critical problem affecting market participants is resolved, NOTIFY all participants via HOTLINE of the problem resolution.


2.7.6
Loss of Primary Control Center Functionality
Procedure Purpose: To maintain grid reliability during the loss of the primary control center
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	Step
	Action

	1
	It will be the responsibility of the Shift Supervisor to determine the risk and ensure the safety of Control Center personnel.

	2
	Upon confirmation of imminent danger to Control Center personnel immediately evacuate the Control Center to a secure area, taking the Control Center cell phone and a copy of this procedure with you.

	NOTE:
	After the Control Center has been evacuated the Shift Supervisor may:

· Re-locate the entire shift to the Backup Control Center (BCC).

· Send a partial shift or contact extra personnel to report to the BCC.

· Remain in the secure area in anticipation of a quick return to the Primary Control Center (PCC).

· The Shift Supervisor may choose another course of action that will best maintain grid security depending on the circumstances causing the evacuation.

	3
	The Shift Supervisor is responsible for the following notifications in the event of a Control Center evacuation. Information and instructions conveyed will be based on the Shift Supervisor’s decision regarding relocation to the BCC.

· Frequency Desk Operator at the BCC 

· ERCOT Security TCC1 – Ext. 3000

· ERCOT Security TCC2 – Ext. 6400

· ERCOT Security ACC – Ext. 7000

· Help Desk (to notify EMMS Support, Telecommunications)

· Manager of System Operations

· Engineering Support 

· NERC

These phone numbers have been programmed into the control room cell phone

	NOTE:
	The Frequency Desk Operator at the BCC will be responsible for all notifications if there is a loss of the PCC and he/she has not been contacted by the Shift Supervisor.

	NOTE:
	Once additional staff members have arrived, including a Shift Supervisor at the BCC:

· Refer to Frequency Desk Procedure: 2.6.11
Restoration of Primary Control Center Functionality
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