Power Operations Bulletin # 436
ERCOT has revised the Frequency Control Desk Procedure Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html

2.1.7
Replacing Responsive Reserve through a Bilateral Trade
Procedure Purpose: Process to monitor a QSEs obligation to maintain their Responsive Reserve commitments through a bilateral trade with another QSE.
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	Step
	Action

	NOTE:
	A QSE has the option to reduce their base power schedule and replace the difference from the balancing market. This will allow the QSE to back down their generation so they can provide their Ancillary Service obligation.

(REF. PRR 404)

	NOTE:
	When a resource (either LaaR or generation) that is supplying RRS becomes unavailable to a QSE (QSE A) and needs to be replaced through a Bilateral Trade with another QSE (QSE B), then QSE A is expected to inform ERCOT.

	1
	Obtain the following information from QSE A:

· Intervals affected

· Name of QSE with whom the bilateral trade was made

	2
	IF the resource that became unavailable was a LaaR, then ENSURE QSE B maintains an amount of Responsive Reserve Service equal to their own obligations PLUS the amount of the bilateral agreement with QSE A for the affected intervals.

	3
	If the QSEs response is not satisfactory, notify the Shift Supervisor so a determination of protocol violation can be made.

LOG in the Operator’s Log the conversation, including the information provided.

	4
	Email the information to: RRSList@ercot.com



2.3.1 
Monitor Weather and Load Forecasts
Procedure Purpose: To monitor and update the weather and load forecasts due to bad or missing data.
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	Step
	Action

	1
	Validate the weather forecast data in EMS as needed to contribute to reliable system performance.

Meteorlogix support is available 24 hours a day, seven days a week at (952) 882-4312.

If the operator determines the EMS weather forecast is valid, no action is required.

If the operator determines the EMS weather forecast is invalid:

· Call Meteorlogix.

· Call the Operations Planning Engineer supporting the LF application for support

· E-mail the information to OPSPlanning@ercot.com as time permits

.

	2
	EVALUATE Load Forecast as needed to contribute to reliable system performance.

If the operator determines the load forecast is valid, no action required.

If the operator determines an adjustment needs to be made to the load forecast:

Before modifying date in the “Override” column to replace unsatisfactory or missing data; notify an Operations Planning Engineer supporting the MTLF application to adjust the load forecast accuracy.
E-mail the information to OPSPlanning@ercot.com as time permits  
Reference Display:


Load Forecast Study Results and History

	NOTE:
	Changes entered less than 45 minutes before the beginning of the Operating Hour might not be used by the Hour Ahead Study.



2.5.1
Frequency Control Operating Procedure

Procedure Purpose: To maintain system frequency within acceptable levels.
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	Step
	Action

	Objective:
	· Frequency should be maintained within +/- 0.03 Hz of schedule

· Attempt to maintain CPS1 scores over 100

Reference Displays:

Generation Area Status

Responsive, Regulation, and SCE – Regulation

Responsive, Regulation, and SCE – Regulation – Details

	1
	IF the Energy Management System (EMS) frequency control is not functioning as indicated by:

a. AGC is SUSPENDED or PAUSED or
b. “Last AGC Cycle” time on Generation Area Status display is not updating

or AGC operation adversely impacts the reliability of the Interconnection

If the problem can’t be resolved quickly, place a large QSE (that has regulation reserve) on constant frequency if required.

	NOTE:
	· In the scenario where AGC operation adversely impacts the reliability of the interconnection, (ERCOT is handing over the frequency control to a large QSE), ERCOT AGC should be placed into the MONITOR mode.

	2
	Using the Hotline, notify all QSEs that ERCOT is having computer issues and is putting a QSE on constant frequency.

· When QSEs have answered the Hotline, print Hotline log.

Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. ERCOT is currently having computer issues and has put a QSE on constant frequency until further notice.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.”

	3
	Notify the Transmission & Security Desk to make the same hotline call to the TO’s.

	4
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.

	NOTE:
	If the QSE that is put on constant frequency is having trouble keeping up, issue fleet VDI’s to other QSE’s to help out or put a different QSE on constant frequency.  Remember to take the first QSE off constant frequency.

For low frequency refer to 2.5.2, Operator Instructions for Low Frequency.

For high frequency refer to 2.5.5, Operator Instructions for High Frequency.

	5
	When frequency control is functioning, remove the QSE from constant frequency.

	6
	Notify all QSE’s by Hotline that ERCOT is back on control.

· When QSEs have answered the Hotline, print Hotline log.

Typical Script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]. ERCOT is back to normal operations.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.”

	7
	Notify the Transmission & Security Desk to make the same hotline call to the TO’s.

	8
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.

	9
	At the operator’s discretion, turn off SCE feedback for Regulation Providers with Participation Factors less than 1% (<0.01).

	10
	Monitor QSE generation and SCE:

· Remove a QSE’s SCE feedback if they have a large SCE and their generation is not moving in the proper direction or rate to correct their SCE.

Reference Display

Responsive, Regulation, and SCE Regulation

	11
	NEVER (unless directed by the Control Engineer or designee): 

Modify “Total (SCE-responsive) Feedback Gain” (should be altered by the

Control Engineer)
· Change other tuning parameters (including QSE ramp rates, dead bands, thresholds, gains, time constants)
Reference Displays:


Responsive, Regulation, and SCE – Details

	12
	LOG in the Operator’s Log frequency deviations of greater than or equal to (0.10 Hz.

Record the following:

· Possible reasons if known.  (SCE, Large schedule change, unit trip, etc.)

· If unit trip, name of unit that tripped.

· Approximate MW that was on the unit when the unit tripped.

· Approximate ERCOT load.


2.5.8 LaaR Deployment for North-Houston Voltage Stability Limit 
Procedure Purpose: To maintain North-Houston voltage stability.
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	Step
	Action

	IROL
	The North – Houston VSAT voltage stability limit is an IROL; the actual flow MUST NOT exceed the limit for more than 30 minutes.  This is a violation of the NERC Reliability Standards.

	1
	Deploy LaaRs in the Houston zone that are bid into the Responsive Reserve market when requested by the Transmission and Security Desk for the North – Houston IROL.
· Make Hotline call to deploy LaaRs in the Houston zone that are bid into the Responsive Reserve market.

· Post a message on the MIS:

Typical Script:  

 This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is instructing QSE’s to deploy LaaRs located in the Houston Zone that are bid into the market within ten (10) minutes.  [QSE] please repeat this back to me.  That is correct, thank you.”



	2
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits and make log entry.


2.5.9
 Alarm Processing and Acknowledgment

Procedure Purpose: To monitor and acknowledge system alarms.
	Protocol Ref. 
	
	
	
	

	
	
	
	
	

	Guide Ref. 
	
	
	
	

	
	
	
	
	

	NERC Std.
	IRO-003-2
R2
	IRO-005-1
R1.1
	
	

	
	
	
	
	


	Approved by:
	Effective Date: September 1, 2009

	Version:
	4
	Revision:
	2


	Step
	Action

	NOTE:
	The Alarm Displays for ERCOT are primarily used to show changes in equipment status.

The alarms are categorized based on alarm criticality and prioritization on the Alarm Summary Display:

Page 1: 345 KV Transmission Equipment Status

Page 2: 138 KV Transmission Equipment Status

Page 3: Generator Breaker Status

Page 4: Transmission Line Overloads and Voltage Violations- critical alarms

Page 5: Generator Unit, QSE SCE, and ERCOT ACE Status

Page 6: RTNET Status

Page 7: ICCP Status

Page 8: EMS Task Application Alarms



	1
	Monitor the Alarm Summary Display pages 3, 5, 6, and 7 as necessary to confirm system reliability status.

	2
	Take appropriate action as system conditions warrant.

	3
	Coordinate with the Transmission & Security Desk to clear the alarms approximately every 2 to 3 hours or as needed.



2.6.7
 Diminishing Reserve Notice Cancellation Guidelines 

Procedure Purpose: To provide notifications and back out of the actions taken during diminishing system reserves. 
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	Step
	Action

	NOTE:
	System conditions may dictate operating beyond the scope of this procedure. The System Operator has the authority to issue and/or keep a notification in effect as he/she deems necessary.

Adjusted Responsive Reserve (ARR)

Reference Display: EMS, Generation Area Status, ADJ_RESPONS.

	1
	IF Non-Spin has been deployed, work in conjunction with the Operating Period Desk Operator to recall Non-spin Reserve Services as system conditions permit.

	2
	As system conditions permit, recall/release incrementally, any additional generation that was brought online to recover ARR.

	3
	Cancel a Watch or Advisory when:
· All related OOM and Non-spin deployments have ended, AND
· ARR is >= 3200 MW, AND

· Load is trending down, OR
· The Excel MAI shows the “Max Cap Room” increasing over the next two hours

	4
	. IF a watch has been canceled, 

· NOTIFY QSEs that testing may be resumed.

Typical scripts:
Cancel Advisory - “This is ERCOT operator [first and last name].  ERCOT is canceling the Advisory for Adjusted Responsive Reserves below 3000 MW.   [QSE] please repeat this back to me.  That is correct, thank you.”

Cancel Watch - “This is ERCOT operator [first and last name].  ERCOT is canceling the Watch for Adjusted Responsive Reserves below 2500 MW. At this time, performance testing may resume.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.  

	5
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.

	6
	Instruct the Transmission & Security Desk Operator to notify the TOs that an Advisory or Watch has been cancelled.



2.6.10
 Loss of Primary Control Center Functionality
Procedure Purpose: This procedure is to be performed by the Operator at the Back-up Control Center (BCC) in the event that:

· Functionality of the Primary Control Center (PCC) is lost OR
· Communication with the PCC is lost OR
· As directed by the Shift Supervisor.  
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	Step
	Action

	Contact Security
	IF:

· You are unable to reach any Operators at the PCC (cell phone or Emergency Power Fail (EPF) phones),

THEN:

· Check the Control Room video camera to determine the status of the PCC and personnel.

· Contact Security at the BCC

· Notify them of the situation AND
· Have them attempt to make contact with Security at TCC.

· Have them contact you with information acquired.

	Notify Market Participants
	Place the following Hotline calls to the QSE’s and TO’s:

Hotline call to QSEs:

* * * WARNING * * *

When placing a QSE on constant frequency control, place ERCOT AGC in Monitor mode.

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]; ERCOT is declaring an emergency and is transferring operations to the backup control center.  Until further notice, direct all urgent phone calls to (512) 225-7100.  [Select QSE], go on constant frequency.  All remaining QSEs follow your base power schedules and hold interval ending [last good interval]. Day-Ahead Market functions may be delayed” [Select QSE], “Please repeat this directive back for me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

Hotline call to TOs:

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back. This is ERCOT operator [first and last name]; ERCOT declaring an emergency and is transferring operations to the backup control center.  Until further notice, direct all urgent phone calls to (512) 225-7100.  Please monitor your own service area and notify ERCOT if thermal limits reach 85% of their continuous rating.  Report zonal CSC transfers, West - North and North – Houston stability limits if power flows reach 85% of the last posted limit.  Continue to monitor voltages in your area and notify ERCOT of any abnormal line operations.”  [Select TO], “Please repeat this directive back for me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

Issue a VDI to the QSE that was put on constant frequency, as time permits.

	Call in Additional Operators
	IF:

· The shift personnel at the PCC will NOT be relocating,

THEN:

· Call in additional shift personnel, which include a Shift Supervisor, via the Communicator! NXT Notification System (NXT).

Operator will receive an email after 10 minutes with a report of who has responded along with their estimated time of arrival.

	Additional Notifications
	Notify the following:

· Manager of System Operations and/or designee

· If unable to reach Manager of System Operations and/or designee, notify the following:

· Help Desk (to notify EMMS Support, Telecommunications

· Engineering Support

These phone numbers have been programmed into the control room cell phone.

	Monitor Critical Facilities
	Potential critical facilities will be apparent to the Operator by notification from TOs based on the information ERCOT has requested within the Hotline Call instructions.

Critical facilities will be those that show up in RTCA.

ERCOT considers the list of critical facilities to be the contingencies posted on the ERCOT website under ‘Grid Information’ in the Transmission section

http://www.ercot.com/gridinfo/transmission
Select “Operations Contingency List (ESCA)” in the key document section.

	Respond to QSEs
	IF:

· The QSE that is put on constant frequency is having trouble keeping up,

THEN:

· Issue fleet VDIs to other QSEs to help out OR
· Put a different QSE on constant frequency (Remember to take the first QSE off constant frequency).

OR

IF:

· QSEs call in with questions about the Day-Ahead Market,

THEN:

· Notify the QSE that the Day-Ahead Market functions will resume when additional staff reports to work.

· Document which QSEs call in and the questions they have to pass along to the Day-Ahead Operator when he/she reports to work.



	Respond to TSPs
	IF:

· TOs call in to report the following:

· Thermal limits have reached 85% of their continuous rating,

· Zonal CSC transfers have reached 85% of the last posted limit,

· West-North stability limit has reached 85% of its limit,,

· North-Houston stability limit has reached 85% of its limit,

THEN:

· If EMS is available, verify their values against ERCOT’s,

· Take immediate action, as listed below, for the stability limits,

· Continue to monitor the thermal limits and zonal transfers; Instruct the TO to do the same and notify ERCOT should the limits reach 95%,

· Prepare to respond, as listed below, should the thermal limits and/or zonal transfers reach 95% and trending upward.

	Stability Limits Reached 85% (IROL)
	IF:

· The West-North stability limit is approaching 85% and is continuing to trend upward,

· The North-Houston stability limit is approaching 85% and is continuing to trend upward,

· Notified by TO that a stability limit is approaching 85% and is continuing to trend upward,

THEN:

· Take immediate action to lower Wind Generation in the west,
· Issue VDIs as necessary to relieve the congestion,
· If VDIs are issued, monitor QSE on constant frequency

	Zonal Transfers and thermal Limits Reached 95% (SOL)
	IF:

· Thermal limits have reached 95% of their continuous rating and are continuing to trend upward, OR
· Zonal transfers have reached 95% of their limit,

THEN:

· Seek a recommendation from the corresponding TO as to what actions will alleviate the situation,

· When you decide the recommended actions are valid, implement the plan and issue VDIs as necessary.

· Continue to monitor to determine the effect of the plan.

	DC Tie Tags
	Make every attempt to handle all DC Tie tags.

If the workload makes it impossible to keep up with, the tags will be passively denied.

	Operator Technical Logs
	RECORD the following in the shift log:

· Date

· Time of event

· Description of events, failures, or incident

· Actions taken and resolution

Time of system or function restoration



2.7.1
Approve E-Tags for SPP DC Ties
Procedure Purpose: An E-Tag received in the OATI WebTrans regarding DC Tie flows into or out of ERCOT will be validated for accuracy, and should be in agreement with the Market Operating System (MOS) except for changes made during the Operating Period such as curtailments.
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	Step
	Action

	NOTE:
	AEP TO in Columbus, Ohio is the Tie Operator for the East and North DC Ties.  The designation in WebTrans for the East tie is DC_E and the North tie is DC_N.

	NOTE:
	Each time a new or updated E-Tag is submitted, the WebTrans system will automatically validate the E-Tag.  WebTrans will display whether the E-Tag has passed or failed validation.  

The criteria ERCOT uses to validate E-Tags is:

· QSE Contract-A QSE ID must be entered into the ERCOT Market Information field of the E-Tag.

· QSE MW-A QSE’s MOI schedule must be greater than or equal to the associated E-Tag.

Currently the only validation criterion set to automatically deny an E-Tag is “QSE Contract”.  If this validation fails the E-Tag will be automatically denied. 

If you feel an E-Tag failed validation erroneously, the list of approved ERCOT Registered QSE’s can be found at the following website:

http://www.ercot.com/mktparticipants/docs/QSEs.xls
Select the DC Tie Scheduling List tab to view the ERCOT Registered QSE’s.  If the QSE name is on the list but was denied by WebTrans, approve the E-Tag and inform the OATI help desk.

WebTrans Reference Display:

Tag Criteria Summary

	1
	When a new or updated E-Tag is received in the OATI WebTrans system:

1.1 Determine if the following information is correct on the E-Tag:

· ERCOT is included as a Transmission Provider (TP) in the physical path.

· “ERCOT-E” or “ERCOT-N” is selected for the correct Point-of-Receipt (POR) or Point of Delivery (POD) portion of the physical path. 

· “CSWS” is included as a Scheduling Entity on the SWPP TP row in the physical path.  EXCEPT if “CSWS” is listed as the Generation Control Area (GCA) or Load Control Area (LCA) in the physical path. (Note: If CSWS is listed in both the TP and GCA or LCA, this will cause double counting in the Tie Operators net-scheduled value so the “before the start of the hour” check out will not match.  These type tags should be denied).  
· There are no losses (MW) in the ERCOT Control Area.  This would be either to or from SPP as shown on the “Energy and Transmission Profiles” section.

· Start/Stop times for a new E-Tag must be on a quarter hour (:00, :15, :30, :45).

If any of this information is incorrect on the E-Tag, deny the E-Tag, otherwise go to Step 1.2.

1.2 If one or more E-Tags are submitted that will cause the DC Tie to be overscheduled:

· Contact SPP to ensure they also see the over-schedule and they will ensure the appropriate actions are taken to correct the over-schedule.  Also inform SPP that if the appropriate actions to correct the over-schedule are not in place by 20 minutes before the over-schedule will occur, ERCOT will curtail the E-Tag to zero (0) based on the criteria of “Last in – First out” until the over schedule is alleviated.

· IF an E-Tag is curtailed to zero (0) due to an over-schedule that was not corrected in time, contact the source/sink control area to ensure the curtailment will be implemented as soon as possible.  

1.3 Determine if the E-Tag passed or failed validation. 

· If the E-Tag passes validation, go to Step 2.

· If the E-Tag fails validation and the E-Tag was automatically denied (QSE Contract), no further action is required.

· If the E-Tag fails validation and the E-Tag was not automatically denied (QSE MW), go to Step 2.
WebTrans Reference Displays: 

Tag Validation Summary
Tag Validation Criteria
Tag Approval Monitor

QSE Summary

	CAUTION:
	Do not approve an E-Tag without an associated MOI schedule. If the QSE does not submit an MOI schedule before the end of the E-Tag approval timeline, the E-Tag will automatically be passively denied.

	2
	Periodically refresh the QSE Summary display during the E-Tag approval timeline to determine if a QSE has submitted an MOI schedule. 

When an MOI schedule has been received, compare the E-Tag data to the schedule:

· If the E-Tag is greater than the MOI schedule per 15 minute interval, then the MOI schedule does not have enough generation to cover the E-Tag.  The “Mismatched” value box will be red and the MW difference will be a negative amount.  Deny the E-Tag.

· If the E-Tag is less than the MOI schedule per 15 minute interval, which means there is enough generation scheduled, the “Mismatched” box will be yellow and the MW amount will be a positive amount.  Approve the E-Tag.

· If the E-Tag equals the MOI schedule per 15 minute interval, which means there is enough generation scheduled; the “Mismatched” box will be green with a value of “0”.  Approve the E-Tag. 

WebTrans Reference Display:  

QSE Summary

Tag Approval Monitor



2.7.3
Approve E-Tags for the CFE DC Ties
Procedure Purpose: An E-Tag received in the OATI WebTrans regarding DC Tie flows into or out of ERCOT will be validated for accuracy, and should be in agreement with the Market Operating System (MOS) except for changes made during the Operating Period such as curtailments.
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	Step
	Action

	NOTE:
	AEP TO in Corpus Christi is the DC Tie Operator for the Railroad, Eagle Pass DC- Ties and the Laredo VFT.  The acronym for the Railroad tie is DC_R, the Eagle Pass tie is DC_S and the Laredo VFT is DC_L. All communications will be with the DC-Tie Operator.  The DC-Tie Operator will communicate with CFE.

	NOTE:
	ERCOT will not allow an E-Tag to flow from CFE to SPP or from SPP to CFE.  This will require two separate E-Tags.

	NOTE:
	The Railroad DC-Tie has a 15 MW minimum flow requirement, if E-tags are scheduled.

	1
	When a new or updated E-Tag is received in the OATI WebTrans system:

1.1 Determine if the following information is correct on the E-Tag:

· ERCOT is included as a Transmission Provider (TP) in the physical path.

· AEPT is included as a Transmission Provider (TP) in the physical path and ERCO as a Scheduling Entity on the AEPT TP row in the physical path.

· There are no losses (MW) in the ERCOT Control Area.  This should be to or from AEPT as shown on the “Energy and Transmission Profiles” section.

· Start/Stop times for a new E-Tag must be on the quarter hour (:00, :15, :30, :45).

If any of this information is incorrect on the E-Tag, deny the E-Tag, otherwise go to Step 1.2.

1.2 Determine if one or more E-Tags being submitted will cause the DC Tie to exceed the import/export limit for the tie.  If E-Tags are received in Day-Ahead than no import/export limits will have been posted yet, proceed to step 1.3
· Call AEP TO in Corpus Christi to ensure they also see that the DC Tie has exceeded the import/export limit for the tie.

· Call the PSE to have the E-tag modified, if modification is not done 20 minutes before the start of the ramp then;

· Curtail the E-Tag(s) to the amount needed based on Last-in-first-out (LIFO) until under the import/export limit for the tie.

1.3 Determine if the E-Tag passed or failed validation.

· If the E-Tag passes validation, go to Step 2.

· If the E-Tag fails validation and the E-Tag was automatically denied (QSE Contract), no further action is required.

· If the E-Tag fails validation and the E-Tag was not automatically denied (QSE MW), go to Step 2.

WebTrans Reference Displays:

Tag Validation Summary

Tag Validation Criteria

Tag Approval Monitor

QSE Summary

	2
	 The ramp rate for the Railroad DC-Tie will be 50 MW per minute due to reactive issues on the CFE side.  Laredo and Eagle Pass DC-Ties will be ramped across a 10 minute window. 

· Ensure the ramp duration is filled out on Railroad E-Tags only

· Laredo and Eagle Pass ramp duration will remain blank

Deny any Railroad DC-Tie E-Tag that does not have a ramp duration entered.

	3
	The Railroad DC-Tie has a 15 MW minimum flow requirement.  Ensure the net of the E-Tags are not less than 15 MW.

	4
	ERCOT will allow QSE’s to submit E-Tags more than one (1) day in advance on the CFE DC-Ties.  In these cases there will not be an associated schedule until the day-ahead.  If a schedule is not received by 1400 in the day-ahead, notify the QSE and remind them that a schedule is needed.  If the schedule is not received by 2000, curtail the E-Tag to zero.

	5
	Periodically refresh the QSE Summary display during the E-Tag approval timeline to determine if a QSE has submitted an MOI schedule.

When an MOI schedule has been received, compare the E-Tag to the schedule:

· If the E-Tag is greater than the MOI schedule per 15 minute interval, then the MOI schedule does not have enough generation to cover the E-Tag.  The “Mismatched” value box will be red and the MW difference will be a negative amount.  Deny the E-Tag.

· If the E-Tag is less than the MOI schedule per 15 minute interval, which means there is enough generation scheduled, the “Mismatched” box will be yellow and the MW amount will be a positive amount.  Approve the E-Tag.

· If the E-Tag equals the MOI schedule per 15 minute interval, which means there is enough generation scheduled; the “Mismatched” box will be green with a value of “0”.  Approve the E-Tag.

WebTrans Reference Displays:  

QSE Summary

Tag approval Monitor



2.7.4
Adjustment of SPP DC Ties
Procedure Purpose: The process to approve or deny adjustments to E-tags.
	Protocol Ref. 
	
	
	
	

	
	
	
	
	

	Guide Ref. 
	
	
	
	

	
	
	
	
	

	NERC Std.
	INT-005
	INT-006
	INT-007
	INT-008

	
	INT-009
	INT-010
	
	


	Approved by:
	Effective Date: September 1, 2009

	Version:
	4
	Revision:
	5


	Step
	Action

	1
	Periodically refresh the QSE Summary display during the E-Tag adjustment approval window to determine if a QSE has changed an MOI schedule that is now making the E-Tag fail validation.

· If the E-Tag is greater than the MOI schedule per 15 minute interval, then the MOI schedule does not have enough generation to cover the E-Tag.  The “Mismatched” value box will be red and the MW difference will be a negative amount.  Deny the E-Tag.

· If the E-Tag is less than the MOI schedule per 15 minute interval, which means there is enough generation scheduled, the “Mismatched” box will be yellow and the MW amount will be a positive amount.  Approve the E- Tag.

· If the E-Tag equals the MOI schedule, which means there is enough generation scheduled; the “Mismatched” box will be green with a value of “0”.  Approve the E-Tag.  

WebTrans Reference Display:

QSE Summary

Tag Approval Monitor

	NOTE:
	E-Tag adjustments must be in an “Approved” or “Implemented” status to be calculated into the Net Schedule Interchange (NSI). 

	2
	IF requested by the DC Tie Operator, checkout the Net Scheduled Interchange (NSI) value for each DC Tie affected by E-Tag adjustments.

WebTrans Reference Display:

Realtime Summary
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